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FOREWORD

r0.• o•alns papers Pesented at a symposIum sponsored by
" urg" Branch, Metals and Ceramics Laboratory, Directorate

.• d Proeesses. The symposium was held at the Air Forsoo
2. >its at Orlando AFB, Florida an 5,6, and 7 December 1962.

Vith the Increased demand upon the capabilities of metals, It is
•acasary to increase our understanding of the fundamental properties

which Influence their mechanical behavior. The existence of substructure
In crystalline saterials has been recognised for many years and has been
shown to have ipportant effects on their properties.

Through the development of nov research tools, such as transmission
electron microscopy and advanced x-ray diffraction, great progress in
defining the role of substructure has been made in recent years and it
was felt that the time was appropriate for a symposium. Papers were
invited to cover both the state-of-the-art and current research in
progress and were dividel into the following four sessiones (1) Experimental
Techniques for Observing and Measuring Substructure; (2) Development of
Substructure by Defomation, Recovery, and Recrystallization; (3) The Role
of Substructure in Yielding. Twinning, and Fracture; and (4) Th6 Role of
Substructure in Transformation and Precipitation. A fifth session
consisted of a panel discussion which summarized the main contributions
of the conference and highlighted the critical problems which remain to
be solved.

The Phsical Metallurgy Branch wishes to express appreciation for the
excellent support provided by the session chairmen who not only acted in
this capacity, but also planned the ma$erial to be covered and invited
the papers. They were Professor S. Veissmann, Professor C. S. Barrett,
Professor V. S. Oven, Dr. L. S. Darken, and Professor M. Cohen who chaired
the respective sessions mentioned above.



ABSTRACT

The papers contained in this technical documentary report were
presented at a sympoeium which dealt with the subject of substnucture
and its effect on the mechanical properties of metals, The sympousi
us held in Orlando, Florida on 5-7 December 1962. Both review
papers and reports of current research are Included. The following
general subject areas are covered: experimental techniques for
observing and measuring subsructuro; development of substructure by
defozuationo recovery, and recrystallization; the role of substructure
in yielding, twinning, and fracture; and the role of substructure in
transformation and precipitation.

Thi technical documentary report has been reviewed and is
approved*

Chief, P1ysical )Gstallurgy Branek
Metals and Ceramics Laboratory
Directorate of Materials and Proe•seso
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Internal Friction Studies of Substructure

A. V. Granato
University of Illinois, Urbana, Ii1nois

Abstract

A review is given of the type of information con-
cerning mechanical properties of crystals obtainable
from internal friction measurements. The methods of
measurement, together with their advantages, dis-
advantages and limitations are outlined. Results are
described within a framework in which defect inter-
actions are considered from the "particlem point of
view. A selection of results found by internal
friction techniques which are often difficult to obtain
by other methods is described. These include recent
measurements which have contributed to the understanding
of dislocation interactions with point defects and
phonons, as well as dislocation distributions in de-
formed materials.

I. Introduction

A. Concerning the Definitin of Substructure. If by sub-
structure, one means structure having to do with small
angle boundaries, then it must be admitted at the outset
that internal friction methods have so far provided us
with very little information about this aspect of
mechanical behavior. On the other hand, if the definition
of substructure is broadened to include other defects,
as has been suggested, then we find that internal
friction methods supply us with much information of a
type which is often difficult to acquire by other
methods. For the purposes of the present article, we
shall regard grain boundaries as the primary structure,
and all other defects including single dislocations,
dislocations in interaction with other dislocations to
form small angle boundaries, point defects, etc., as
composing the substructure.

B. Mobility of Dislocations. The extent to which internal
friction techniques can be used to study dislocatioE.'
the extent to which the dislocations are mobile. In
a solid containing no defects, ultrasonic plane waves
should propagate without attenuation. A plane wave
traveling in a solid containing dislocations is attenuated,
and the attenuation depends sensitively upon the mobility

Yhmnaeript released by authors March 1963 for pAtbioation as an ASD Teohnieal
Boemumtary Bsport.
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of the dislocations. The mobility, in turn, depends
upon the interactions of dislocations with point defects,
phonons and other dislocations. Thus, measurements of
internal friction, or ultrasonic wave propagation in
crystals, are uniquely suited for the study of dis-
location interactions with other defects. On the other
hand, if the dislocation interactions are such as to
render the dislocations immobile, then no internal
friction is obtained. Thus the technique is limited to
the study of mobile dislocations.

C. Some General Features of Internal Friction Measurements.
Advantages of internal friction measurements derive
from (1) the sensitivity of the method, (2) the selectivity
of the measurements, (3) the fact that the results can
be made quantitative, and (4) the fact that the measurements
are non-destructivV FO5 example, defect concentrations
of the order of 10±L cm- can have an important effect
on the internal friction. Also, the internal friction is
sensitive only to those point defects which arrive at
dislocations, in contrast to properties such as resistivity,
which are sensitive to all the defects in the lattice.
The method is -specially suited to the study of defect
interactions, since it is only by these interactions
that changes in the ultrasonic wave propagation char-
acteristics are induced. A large amount of detail can
be found because of the large number of variables which
can be controlled (frequency, strain amplitude, tem-
perature, point defect concentration, ultrasonic mode
orientation, purity, deformation, and others). As a dis-
advantage, a detailed theory or model of dislocation inter-
actions is required to interpret the results. The
latter difficulty is one which has held up progress in
the use of this technique until quite recently.

Measurements of internal friction tend to complement,
and not to compete with measurements made by direct
observations and also with other indirect observations.
Internal friction measurements differ from other indirect
observations in sensitivity and in the linearity of
the effects with defect concentrations. For example,
properties such as resistivity, lattice parameter,
density and stored energy are usually linear in the
defect concentration, and this fact leads to simplicity
in interpretation of results. However, it is normally
necessary to have defect concentrations considerably in
excess of parts per million to obtain measurable effects.
On the other hand, internal friction measurements require
more interpretation (the internal friction depends on
the fourth power of the pinning point density in common
cases), but fewer defects are required for measurable
effects and more detail is obtained in the measurements.
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D. Methods of Measurement. A great deal of work so far has
been done i~i the kilocycle and megacyle range, although
some work has also been carried out at lower frequencies.
The techniques used have been well described in many
places..- We shall only mention here some of those features
of importance in work on the study of defects in crystals.
In the 10-40 kilocycle range the technique usually used
is to set up a standing wave in a long thin specimen. A
typical size of specimen might be about a quarter inch
in diameter and two inches in length. Harmonics of the
fundamental vibration may also be used but there are
difficulties here because different parts of the specimen
are excited for different harmonics. The specimen may
be driven into resonance by an eddy current drive or by
a quartz rod attached to the specimen. The advantage
of the former method of coupling is that measurempnts as
a function of temperature are easily made. Even in the
latter case, the quartz may be bonded to the specimen at
a strain node so that deformation arising from differential
expansion at the specimen-quartz interface during temperature
changes does not disturb the measurement greahly. The
strgin amplitude may be varied from below 10- to above
10-, depending upon the specimen damping.

Measurements in the 3-300 mc/sec range are made using
the pulse technique. Specimens are often in the shape
of flat cylindrical disks with typical dimensions of half
inch in thickness and one inch in diameter. A thin quartz
transducer disk, of diameter half inch or less, is
attached by means of an extremely thin bonding layer.
The transducer is used both as a transmitter and receiver
of ultrasonic pulses. After each round trip in the
specimen the pulse is detected and all the echoes are
displayed on an oscilloscope, from which the attenuation
is measured. Measurements as a function of temperature
offer difficulties here, since the differential expansion
at the specimen-quartz inter~we introduces deformation in
soft crystals. However, frequency measurements are
easier to make here than in the kilocycle region. All
odd harmonics of the fundamental driving frequency of the
quartz can be used until the attenuation becomes too
large to measure. Also several modes of propagation
(longitudinal and shear) can usually be used, permitting
a study of orientation effects. Normally the striin
amplitudes available are low, of the order of 10- or
less. The major difficulty in specimen preparation here
is in the requirement that the two reflecting faces be
accurately parallel. For measurements above about
50 mc/sec, optical tolerances are often required. It
is possible to mount the transducer on the end face of
a tensile specimen, so that measurements of •tenuation
and velocity can be made during deformation. V In
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summary, measurements as a function of temperature and strain
amplitude are easy in the kilocycle reg9zn and difficult
in the megacycle region, but measurements as a function
of deformation, frequency and orientatior are easy In
the megacycle region and difficult in the kilocycle
region.

In what follows, we give first a discussion o± the
model used in interpreting internal friction effects,
then a framework in terms of defect interactions in
which the experiments are to be discussed, and finally,
a discussion of a limited selection of experiments as
examples of the type of information concerning mechanical
properties obtainable from internal friction experiments.

II. The Model

A. Types of Effects. There are a number of ways in which
dislocations can contribute to internal friction. A
dislocation segment oscillating between two pinning points
(vibrating string model) gives one characteristic type of
damping. Dislocations which break away from pinning
points under stress lead to another type. Dislocations
which move by overcoming Peierls barriers are supposed
to give rise to the low temperature Bordoni peaks. There
are also other mechanisms, models for which have not
yet been developed. In particular, there is not as yet
a suitable model for the highly deformed state. However,
the single dislocation segment model which neglects
interactions between dislocations seems to work sur-
prisingly well for moderate deformation (up to about 4%).
In what follows we discuss only the vibrating string
model since its predictions are definite and many experi-
mental checks of these predictions are now available.
We are interested in answering first basic questions
such as "What is the physical source of the damping?"
and "What is a pinning point?". Then having settled
this, we look to see how internal friction measurements
can be applied to the study of mechanical properties of
crystals.

B. Dislocation Contribution to the Total Strair. The basis
for internal friction effects lies in the fact that dis-
location motion contributes to the total strain developed
in a specimen under stress. For a given applied stress,
a solid containing dislocations has a larger strain
than a perfect crystal, so that the elastic modulus
appears to be lower. Under the action of an alternating
stress, the dislocation component of the strain may lag
behind the applied stress. This leads then not only to
a reduction in modulus but also to a damping of the
applied stress. Simple estimates of the magnitude of
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the expected effect for typical dislocation densities
lead to much larger values than the observed effects
if it is assumed that the dislocations are perfectly
mobile with no restrictions on their motion. It may
therefore be concluded that there must be impediments
to the motion of dislocations. Generally speaking,
the same types of obstacles have been assumed as those
assumed in yield stress theories, where a similar
problem is faced. These are, for example: atomic
pinning points, network points, jogs, other dislocations,
etc. But even with such restrictions, one must explain
why the dislocation motion lags behind the applied
stress. For smooth dislocation motions, one may imagine
that the dislocation is viscously damped as it moves
through the electron or phonon gas. Also impediments
which lead to a jer]:y motion of the dislocation will
lead to a phase lag. Examples of the letter type of
effect are provided by motion over Peierls barriers at low
stresses, and catdstrophic unpinning of dislocations at
high stresses.

C. Vibrating String Model. A model, proposed • Koehler,3-/
and developed further by Granato and LUcke,-- using an
analogy between a vibrating string in a viscous medium
and dislocation oscillations has been proven to be
correct in most of its particulars. In this model,
advantage is taken of the fact that a dislocation has an
effective mass per unit length and an effective tension.
Thus an equation of motion for small oscillations of a
dislocation may be written as

A Ytt + B Y - C Yx = ba (a)

where A is the effective mass for unit length, Y is the
dislocation displacement measured from the equilibrium
position as indicated in Fig. 1, B is the viscous damping
constant, C is the tension, b the Burgers vector, a the
applied stress, t the time, x a coordinate along the
dislocation, and subscripts denote differention. The
solution of Eq. (1) together with the boundary conditions
Y(o) and Y(j) = 0, where pinning points are placed at
x = 0 and I gives the dislocation displacement Y as a
function of the frequency a of the applied stress a(w).
Using this the dislocation strain and then the effective mod-
ulus (or ultrasonic wa'7e velocity) and decrement (or
ultrasonic wave attenuation) is easily found. The re-
sulting decrement has a typical resonance type frequency
behavior, which depends, however, on the magnitude of
the viscous damping constant B. Theoretical estimates
of the damping constant to e expected fog dislocation
interactions with phonons.•/ and electron °s/ have been
made by Leibfried and Eshelby. From these one expects
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(1) that the phonon interaction is much larger than the
electron interaction, and (2) that the phonon inter-
action is so large that the dislocation resonance is over-
damped. This has the effect of broadening out the resonance
and moving it to lower frequencies. Also when account is
taken of the fact that not all dislocations have the same
length, the expected maximum is broadened out further.
For typical expected dislocation segments of length of
order 1 micron, the expected resonance frequency is at about
l09 cycles/sec. However, because of the large damping (we
may picture the dislocation as a string moving in heavy
molasses), the maximum may be brought down to frequencies
as low as 100 kc/sec. At the samw frequencies where the
decrement goes through a maximum/dispersion in the elastic
constant is expected. As is indicated schematically in
Fig. 1, the displaceiment of the dislocation is a function
of frequency. (The dislocation strain, and thus the
modulus reduction is proportional to the area swept out by
the dislocation.) At low frequencies, the velocity of the
dislocation is small so that the viscous force is small.
The displacement is then limited by the tension forces and
is parabolic in shape. At-high enough frequencies, however,
the viscous forces become dominant, and the displacement
of the dislocation cannot achieve its full value. In this
case the dislocation moves more like a rigid rod over most
of its length, coming down to zero displacement only near
the pinning points. Thus we expect the effect of pinning
points to be large at low frequencies and negligible at
high frequencies.

The dispersion effect is illustrated in Fig. 2 in which
the velocity of compressional waves was measured by
Granato, de Klerk, and Truel]27/ in a sodium chloride
crystal as a function of frequency before and after a
slight deformation. Before deformation there is only a
small dispersion of 0.5% centered at about 75 mc/sec.
After the deformation, the magnitude of the dispersion
has increased to about 4% and has moved to a lower frequency
(35 mc/sec). At room temperature, the dispersion was
observed to gradually recover towards the initial con-
dition, presumably as a result of dislocation pinning by
deformation induced defects. The interpretation of the
effect according to the vibrating string model is as
follows. At low frequencies, the dislocations are in
phase with the ultrasonic stress. When the stress is
applied, the apparent elastic constant (and therefore the
ultrasonic velocity) is reduced because the dislocation
motion makes the specimen less rigid. However, at high
frequencies the dislocations can no longer follow the
rapidly changing stress, so that the modulus approaches
the true elastic value.
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The frequency dependence of the decrement arising
from dislocation motion is illustrateg in Fig. 3. These
are measurements by Stern and Granato-W showing the effect
of cobalt gamma irradiation on the decrement of high purity
copper. Before irradiation, the decrement has a maximum at
a few megacycles. The gamma rays produce electrons which
are energetic enough to displace lattice atoms, giving
interstitials which can be effective as pinning points.
After 50 hours of irradiation in a 6000 c cobalt source, the
height of the maximum decreased and the location increased
to about 100 mc/sec. The decrement at low frequencies is
much more sensitive to the increased number of pinning
points than that at high frequencies, as we expected from
our previous discussion of Fig. 1.

According to the theoryI the height of the maximum
should be proportional to AL and the location of the maximum
proportional to l/BL2 where A is the total dislocation
density, and L is the average loop length. At frequencies
much lower than that at which the maximum occurs, the
decrement should be proportional to AL Bw and the modulus
to AL 2 . The predicted dependence on loop length has been
confirmed by Thompson and Holmes..-- Thus measurements of the
height and location of the decrement in the megacycle
range give the same information as measurements of ie
decrement and modulus in the kilocycle range. Actually,
the two quantities which can be determined from the measure-
ments are the ratios A/B and L/rc.--/ Before dislocation
densities and loop lengths can be determined, the damping
constant B and tension c must be known. We shall discuss
means by which the damping constant can be determined in a
later section.

III. A Formal Framework In Terms of Defect Interactions.

Because the internal friction effects depend entirely
upon the interactions of dislocations with other defects,
we shall find it convenient to classify the effects in terms
of defect interactio• ausing the "particle" point of view
introduced by Seitz.i- The defects to be considered are
dislocations, point defects and phonons. This omits but
two of the six primary defects in crystals: electrons and
excitons. (Foreign atoms have been lumped into the point
defect category together with vacancies and interstitials.)
We consider first dislocation interactions between pairs
of defects.

A. Dislocation-phonon Interations. We first note that phonons
interact with dislocations in essentially two ways. Just as
in the case of Brownian motion of a particle in an external
field, a dislocation moving through a phonon gas under the
action of an external applied stress is subject to both a
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viscous drag and to fluctuations in displacement. The
latter effect is thought to give rise to the Bordoni peak,
but will not be discussed here.

B. Dislocation-point Defect Interaction. The best known
interaction of this type is that first discussed by
Cottrell.1--/ Because an oversized (or undersized)
impurity can relieve the strain energy of the lattice by
moving to the dilated (or compressed) region near a dis-
location, the dislocation will be bound to the impurity.
The binding strength will be small, at most of the order
of a few tenths of an electron volt, so that a sufficiently
large stress can pull the dislocation away from immobile
point defects. Interstitial atoms and vacancies can also
act as pinning points. Other possibilities are jogs, dis-
location nodes, intersections and places where a dislocation
may move out of the slip plane.

C. Dislocation-dislocation Interactions. Dislocations may inter-
act with other dislocations at a distance through their long
range stress fields, and also (more strongly) at points of
con-act. P imably these effects should become important
in c or', •terials where the dislocation density is
high . iculty here is that the predictions of any
theo. jr these effects depend sensitively on the model
assumeu, but so far no simple model has been established
as being representative. Presumably small angle boundaries
and pile-ups which are mobile should lead to internal
friction with certain special characteristics. Calculations
for these configurations have not yet been attempted.
Perhaps as a result of the direct observations reported
at this conference, we shall learn which of the possible
arrangements should be taken most seriously as models for
damping in heavily deformed materials. Generally speaking,
the measurements show that for high enough deformation,
the damping decreases. This shows that the effect of dis-
location interactions in inhibiting dislocation mobility
more than compensates for the increased dislocation density.

D. Point Defect-Phonon Interactions. By using dislocations
as an intermediary defect, diffusion effects can be studied.
For example, by measuring the rate at which dislocations
are pinned as a function of temperature, the activation
energy of migration of defects can be measured.

E. Dislocation-phonon-point Defect Interactions. The combined
effect of triple interactions between these basic defects
shows up in a striking way in measurements of the effect
of thermal fluctuations on dislocation breakaway from
pinning points at high strain amplitudes. This is a.. area
which has not yet been exploited.
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IV. Some Selected Experiments of Interest in the Study of Mechanlifl
Behavior of Crystals.

A. Dislocation--Phonon interactions. Recently the properties of
the internal friction of copper at megacycle frequencies have
been stuied by Alers and Thompso-and also by Stern and
Granato.'L These experiments are complementary since Alers
and Thompson studied the attenuation and velocity in a copper
crystal before and after neutron irradiation as a function of
temperature and orientation, while Stern and Granato studied
the attenuation changes during gamma irradiation as a function
of irradiation time and frequency. The results will be
discussed together. As already noted earlier, and as is easily
seen from Fig. 3, at high frequencies, the attenuation depends
only on the dislocation density and the damping constant, and
not on the loop length or dislocation line tension. By making
an independent count of the dislocation density, the magnitude
of the damping constant could be determined. Furthermore, the
damping constant was found to be linear in temperature. The
latter fact is in accord with what is to be expected if
scattering by phonons is the source of the damping, since
the damping constant should then be proportional to the phonon
density according to Leibfried or linear in temperature
(at not too low temperatures). The magnitude of the damping
constant found was somewhat in excess (about a factor of 4) of
that given by Leibfried's estimate. A similar discrepancy is
found in the ratio of the observed to the calculated thermal
resistance at low temperatures caused by dislocations. Both
Alers and Thompson and Stern and Granato concluded that the
physical source of the damping at megacycle frequencies was
the scattering of phonons by the moving dislocations and that
the vibrating string model is applicable. In addition, by
extrapolation of megacycle results into the kilocycle range,
and vice vers , Granato and Ster.i 3n/were able to show that the
same mechanism accounts for the part of the damping observed
in the kilocycle range which can be removed by irradiation
pinning. Thus it seems safe to say that the question as to
the source of the damping is now understood.

P.n interesting side result here is that from these results,
a question that arose early in dislocation theory can now be
answered. The question is: "Can relativistic velocities of
dislocations be achieved at stresses near the yield stress?"
The answer is no. From the value of the magnitude of the
dislocation-phonon interaction strength deduced ultrasonically,
one finds that in copper at ;oom temperature the relation
between velocity and stress.Q/is

v/c - 0/(75G) (2)
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where c is the shear wave velocity and G is the shear modulus.
Since the theoretical yield stress of a perfect crystal is of
order G/30, stresses of the order of the yield stress of per-
fect crystals would be required for relativistic velocities.

The question which remains is: "What is the mechanism of
the scattering of phonons by dislocations?" It has not yet
been determined whether this is due to scattering by the
strain field (which changes the elastic constants in the
vicinity of the dislocation) or whether the scattering is due
to a reradiation of sound waves by the dislocation under the
influence of the incident phonons.

It has been pointed out by Mason~l_/that the same mechanism
limits the velocity of diglocations at high stresses as found
by Johnston and Gilman.-.Win direct observations of the motion
of etch pits. From these direct observations, the damping
constant for LiFI is found from the relation

ba - Bv (3)

to be 7,0 x 10-4 (c.g.s. units). This is the same value found
for copper ultrasonically. An ultrasonic experiment in LiF
is now in progress at Illinois which should check these in-
dependent methods. If the ultrasonic determination agrees
with that found from the Johnston-Gilman technique, then it
should be possible to determine the dislocation-phonon inter-
action strength for other materials by the (simpler) ultrasonic
method.

B. Dislocation-pinning point interactions. Recently, a
s;ignifica t step forward was taken in this area by Bauer and
Gordon,il_§/who showed that it is possible, by combining ultra-
sonic and optical measurements, to identify the atomic
configuration which is effective in pinning a dislocation in
NaCl. Bauer and Gordon found that dislocation pinning in
x-irradiated NaCI proceeded at the same rate at low temperatures
as it did at room temperature. From this they concluded that
diffusion of point defects is not involved in the pinning pro-
cess and that the pinning points must be produced at the
dislocation core. Further, they discovered that dislocations
pinned by irradiation at low temperatures can be unpinned by
light. This effect is shown in Fig. 4. Bauer and Gordon note
that a model used to explain dislocation pinning must satisfy
many conditions to be in agreement with their observations.
First, defects must be created at, or in the immediate vicinity
of, free dislocation segments; in addition, these defects must
act as strong pinning points. Furthermore, the pinning defect
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must possess a characteristic optical absorption band and must
be simple enough to be "dissolved" when it is ionized or
excited. In the case of rock salt it is found, for example,
that unpinning is produced only by light with wavelengths within
a fairly narrow band centered about 6300A. Finally, the defect
must occur generally in the alkali halides (with the possible
exception of LiF). The model must also be capable of explain-
ing how dislocation pinning can be reversed at low temperatures
but converted to a permanent type of pinning if the crystal is
warmed to room temperature, and how unpinning illumination is
capable of unpinning dislocations at low temperatures while
F illumination can cause additional pinning at all temperatures.
The model put forward by Bauer and Gordon which fits all these
experimental facts -- one in which the pianing poir' is
identified as a complex consisting of a jog on a dislocation
formed by a Cl-ion and a F-center located one atom distance
away and below the slip plane. Because this F-center is in a
region where the crystal structure is dilated its absorption
band is shifted toward the red, i.e., from 45009 to 6300A, an
amount which is in agreement with the shift calculated from the
strain field about a dislocation in rock salt. Ionization of
the F-center by 6300A light results in electrostatic attraction
between the negative-ion vacancy so formed and the Cl-ion form-
ing the jog on the dislocation; recombination of this Cl-ion
and its neighboring vacancy causes the pinning point to "dis-
solve". The model predicts that if a crystal irradiated at low
temperature is warmed up in the dark to a temperature where
F-centers can diffuse and then cooled down again, it should no
longer be possible to remove the pinning points by illumination,
as is observed.

Another experiment by Bakerl/establishes the result thL
the velocities observed by Johnston and Gilman are not the
velocities ot the dislocations at a given stress level, but
only the velocities of the pinning points. Baker observes
periodic dislocation motion of amplitude 1000b at stress levels
an order of magnitude below the macroscopic yield stress. The
velocity of the dislocations is then of order 1cm/sec (v - dw,
where d is the amplitude of motion and w is the frequency of
oscillation). This result demonstrates that the Peierls force
is not effective in limiting dislocation motion. The dis-
locations oscillate at high speeds between pinning points. The
overall motion of the dislocations is limited by the speed of the
pinning points. This result is a good example of ways by which
internal friction measurements can help to distinguish between
various postulated deformation mechanisms.
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The fact that the dislocations in NaCI are not Peierls
stress limited can also be seen from the low temperature
elastic modulus measurements of Bauer and GordontlJ/ shown in
Fig. 5. The fact that the modulus of unirradiated NaCI is
lower than that in the irradiated state shows that the dis-
locations are mobile even athelium temperatures.

As a final example of the study of dislocation-pinning
point interactions we may nqte the interesting observation
made by Hikata and Tutumli.•/shown in Fig. 6. They find a
striking similarity in the curves of creep rate and ultrasonic
attenuation in aluminum at room temperature. In this case the
pinning points must be carried along with the dislocations as
they move through the lattice. This suggests that jogs may be
the effective pinning points in these measurements. The
similarity in the shape of the curves may be under;tood if
both depeno primarily on the distance between pinning points
and this distance is assumed to decrease with time at constant
load. This is so because both attenuation and creep rate
depend sensitively upon t.he distance L between pinning points.
The former depends upon the 4th power of L, whereas the latter
should depenu exponentially upon L. Presumably, L decreases
because of jog formation in dislocation intersections.
Measurements oi both attenuation and velocity should permit one
to compute the creep rate curve completely from ultrasonic
data.

C. Point defect-phonon interactions. An example of the way in
which point defect diffusion migration activation energies
can be de mined is given by the analysis by Granato, Hikata
and Licke-Iof the recovery data of A.D.N. Smith.2_P/ Smith
deformed copper specimens by 1 percent and measured the recovery
of the modulus as a function of temperature and recovery time.
By assuming that the recovery mechanism is the pinning of
dislocations by deformation induced defects, an activation
energy of 1 eV was found, which was assumed to be thit for
vacancy migration energy. At the time of this assignment, all
other assignments for this quantity were either near 0.8 eV
or less or 1.2 eV or more. In the meantime, the m~gjation
energy has been determined by Simmons and Balluffi and the
ultrasonic value is the only previous assignment in agreement
with their value. This suggests that the ultrasonic method
may be a useful one for such studies.

A second example of the way in which ultrasonic effects
can be used in the study of point defect motion is pivided
by the measurements of Thompson, Blewitt and Holmes,.-- sIbown
in Fig. 7. In this experiment the modulus (or frequency) of
a copper specimen was measured as a function of temperature
after a neutron bombardment. The modulus at first decreases
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with temperature in the normal way, but at about 4 0°K, this
process is interrupted. Interstitials are known to move at
this temperature, and presumably the normal decrease of
modulus is being compensated by dislocation pinning by inter-
stitials. After the pinning is complete, the modulus continues
to decrease in the normal fashion. When the specimen is
recooled, no anomalous effects occur, indicating that the dis-
locations are now fully pinned and no longer contribute to the
modulus. This measurement provides a good example of the
selectivity property of ultrasonic measurements. Only those
interstitials which migrate to dislocations are detected.
Electrical resistance measurements show that annealing occurs
at temperatures below 40*K, but these defects do not travel
to dislocations.

D. Dislocation-dislocation interactions. It may be expected
that, with increasing deformation, dislocation-dislocation
interactions should become important. A maximum in the damping
as a function of deformation is often observed.!. 2-- However,
for deformations of less than a few percent, the observed
results seem to be understandable on the basis of the vibrating
string model, neglecting dislocation interactions. Some
interesting results concerning the distribution of dislocations
on various slip systems .hW rece-itly been obtained by Hikata,
Chick, Elbaum and Truell.- In these experiments, ultrasonic
attenuation and velocity as well as stress were measured
continuously as a function of strain. The aluminum specimen
was oriented for single slip, and ultrasonic waves of two
different orientations were used. The results are shown in
Figs. 8 and 9. In Fig. 8, results are given for the case
where the ultrasonic wave had no shear stress component in
the primary glide system. After an initial rise, the stress-
strain curve clearly indicates the existence of easy glide
for approximately 0.2 percent tensile strain. The correspond-
ing attenuation change is very similar to the stress-strain
curve, with little increase of attenuation during the easy
glide region even though the dislocation density is increasing
greatly as can be seen from the results of Fig. 9. The
behavior of longitudinal waves, which have shear stress com-
ponents in the primary glide system, is quite different. As
seen in Fig. 9, the attenuation increases quite rapidly with
increasing strain, from the beginning of the deformation, and
does not exhibit any special characteristics associated with
easy glide. These results show clearly the sensitivity of
the ultrasonic measurements to the distribution of dislocations.
With further development of the technique, we may look forward
to the possibility of having continuous plots of dislocation
density and loop lengths as a function of strain in various
slip systems.
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A second point of much interest in these measurements
concerns the interesting variations in the ultrasonic velocity.
This is of great usefulness in ch c ing certain fine details
in the predictions of the theory,-./ but will not be discussed
here.

V. Conclusions.

It is clear that ultrasonic measurements provide us with
much useful information concerning defect interactions of
importance in understanding the mechanical behavior of crystals.
In this review we have discussed qualitative features of a few
selected results, but it should be emphasized that results
in quantitative form are obtained. Some of the conclusions
which have been noted are:

1. The physical source or the sound damping is the dis-
location-phonon interaction. Relativistic dislocation vel-
ocities cannot be achieved in copper and LiF at room temperature
at the yield stress.

2. The vibrating string model is confirmed by the measure-
ments. This model appears to apply even for moderate (up to a
few percent) deformation.

3. The atomic configuration making up a pinning point has
been identified in NaCl.

4. Deformation in common alkali halides is determined
by the motion of pinning points. The dislocation is free to
move between such points. Similar considerations seem to apply
for creep in aluminum.

5. The migration activation energies of point defects in
small tacentrations can be determined ultrasonically.

6. A detailed description of dislocation densities and
loop lengths in various slip systems may be obtained ultra-
sonically.

Work currently in progress on the effect of thermal
fluctuations on dislocation unpinning promises to provide us
with usefu? 4 nfX.rmation concerning the temperature dependence
of the yield stress. There is a need for models suitable for
describing the internal friction of heavily deformed materials.
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Fig. 1 Schematic dislocation displacement y(x) as a
function of coordinate x for a) low frequencies and
b) high frequencies. At low frequencies the displacement
is limited by tens. n forces. At high frequencies, the
displacement is limited by viscous forces.

- -- -- --- - - - -

Fig. 2 Velocity dispersion for compressional elastic waves
propegating in the (100) direction in NaCl. Deformation
increases the magnitude of the dispersion from 0.5% to
4% and moves it to lower frequencies. (After Granato,
de Klerk and Truell.)
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Fig. 3 The dislocation decrement as a function of frequencyfor several times during cobalt gamtun irradiation ina 6000 curie source. The solid curves are theoretical.(After R. H. Stern and A. Granato.)
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Fig. 4 Behavior of the modulus change of a deformed MaCicrystal, •Y, during successive x-irradiations and exposure
to visible illumination. (After Bauer and Gordon.)

18



Jo- 2 751cm

o * Deformed

* C Deformed and X-,,rrodted

9001o
0 10 20 30 40 50 60 70 80

Tenieo ature (*K)

Fig, 5 Depeiidrnce of the resonant frequency of a deformed
NaCi crystal, before and after x-irradiation, on
temperatures between liquid-helium and liquid nitrogen
temperature. I represents the room temperature specimen
length. (After Bauer and Gordon.)
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Fig. 6 Curve S: Creep strain-time relation.
Curve a : Attenuation-time relation.
Curve R= Creep rate-time relation.
Curve u': Recovery of attenuation.
(After Hikata and Tutumi.)
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STORED ENERGY AND SUBSTRUCTUR.E

Michael B. Bever
Department of Metallurgy

Massachusetts Institute of Technology

1. Introdution

1.1 Stored Energy and Substructure

The stored energy of cold work is the sum of the energy effects of the im-
perfections created by the deformation process and retained until the time of
measuring. In view of the difficulty of differentiating between the effects of
various structural elements, measurements of the stored energy may appear to hold
little promise of contributing to the knowledge of substructure. Yet the stored
energy of cold work not only has been interpreted in terms of variables of the
deformation process and the deformed metal, but is becoming increasingly well un-
derstood in relation to structural factors. This paper will be concerned with
the relation of the stored energy to the substructure on the basis of the perti-
nent literature.

1.2 Types of Substructure

In the broadest sense, the substructure comprises all imperfections present
within the grain boundaries (large-angle boundaries) of a polycrystalline metal
or present in a single crystal. This will be called here the "total substructure"
without further differentiation. The subboundaries (low-angle boundaries), con-
ventiona]ly designated "substructure" are revealed at an intermediate level of
resolution. They will be called "intermediate substructure". At the ultimate
level, the substructure is composed of crystal imperfections such as dislocations,
point defects, stacking faults, and twinning faults. Imperfections may occur in-
dividually or they may interact with other members of their own class or with
members of one of the other classes. The imperfections will be classified here
as "ultimate substructure".

In solid-solution alloys deformation may in addition to structural effects
cause configurational effects, such as the destruction of short-range and long-
range order and changes in the interaction of imperfections with solute atoms.
These processes affect the stored energy, but the destruction of order is not
normally considered as a change in substructure.

Metals in the as-solidified or annealed state contain some elements of sub-
structure. A small part of this is an equilibrium feature, but most is due to
non-equilibrium causes. However, the substructure present in as-solidified or
annealed metals is of limited extent and its energy effects are so small that they
can usually be ignored. Pronounced substructures are generated by cold work, ir-
radiation, creep, cyclic loading, electrodeposition and thermal shock. This dis-
cussion will be limited to the substructure formed by cold work.
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1.3 Measurement of the Stored Eneray

The stored energy of cold work as a function of variables and its release
during annealing have been subjects of extensive investigation. The elergy ex-
pended in the deformation process and the ratio of the stored to the eypended
energy have attracted interest since the earliest investigations of the stored
energy. More recently efforts have been made to relate stored energy measure-
ments to changes during deformation and annealing in such properties, as hardness,
electrical conductivity and density, and structural changes have bhen folloked by
light microscopy, electron microscopy and X-ray diffraction.

The methods of measuring the stored energy of cold work are of two types.
Single-step methods determine the stored energy as the difference between the
expended work and the heat evolved during deformation. The work is determined
from stress-strain relations or by such means as a ballistic pendulum. The heat
is determined from the adiabatic temperature rise of the specimen or by deforma-
tion inside a calorimeter. The single-step methods are unique in that they can
supply information on the kinetics of heat evolution during and immediately
after the deformation process.

In the two-step methods, the specimen is deformed and the stored energy is
then measured calorimetrically. The calorimetric methods measure the heat effects
of bringing the cold worked and a standard specimen t0 the same final state, such
as the annealed state or solution in a solvent. Annealing methods also give in-
formation on the kinetics of energy release during the annealing of cold worked
metals. Another two-step method involves metal solution calorimetry; for the re-
quired precision, special combinations of solutes and solvents have to be used,
such as gold-silver alloys and a tin solvent.

In most methods, the enthalpy rather than the internal energy of cold work
is measured. Their difference, however, is negligible.

2. The Total Stored Energy as a Function of Variables

The total sto-ed energy, representing the total substructure, is a function
of macroscopic variables which affect either the deformation process or the de-
formed metal. In the former category are the strain, the deformation temperature,
the strain rate and the type of deformation. In the latter category are the na-
ture and composition of the metal and its grain structure. The effects of these
variables will be summarized in this section. A detailed account may be found
in a review of the subject of the stored energy (Titchener and Bever, 1958)*.

2.1 Strain

The stored energy increases with strain at small and moderate strains. The
results of several investigations of copper are plotted in Fig. 1 (Clarebrough

* The references are listed alphabetically at the end of this paper.
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Hargreaves and West, 1955; C!arebrough, Hargreaves and Loretto, 1958; Gordon, 1955;
figure after Titchener, 191). The decrease in the rate of energy absorption
with increasing strain should be noted. The energy stored by a gold-silver alloy
deformed at room temperature and 780K is shown in Fig. 2 (Appleton and Bever, 1963;
Titchener and Bever, 1959). At room temperature, the energy stored by this alloy
approaches a saturation value both in torsion and wire drawing. No decrease in
the rate of energy absorption was observed at 780K.

2.2 Temperature

As the temperature of deformation decreases, the stored energy increases.
This relation, which is shown in Fig. 2 and more explicitly in Fig. 3 (Appleton
and Bever, 1963) can be expressed by stating that the stored energy increases with
a decrease In the ratio of the temperature of deformation T to the melting point
T and the ratio of the temperature of deformation to the r9crystallization tem-
pfrature Tr.

2.3 Strain Rate

The strain rate can have an effect on the amount of energy stored. While at
low and intermediate rates the energy stored by a gold-silver alloy is independent
of strain rate, with further increases in strain rate it first increases and then
decreases (Titchener and Bever, 1959). A maximum in the stored energy has been
found at 40K (Appleton and Bever, 1963). The decrease in the energy probably can
be attributed to a rise in temperature of the specimens.

2.4 Deformation Process

Although the values for torsion and wire drawing in Fig. 2 are nearly equal,
different deformation processes, under otherwise identical conditions, can lead
to saturation values of the stored energy which differ appreciably (Titchener and
Bever, 1959). This difference is probably at least in part due to differences in
the temperature rise caused by the deformation process, but differences in micro-
plastic behavior may also play a role.

2.5 Nature of Metallic Element

Knowledge of the dependence of the stored energy on the metal is limited.
Most measurements have been made on face centered cubic metals. Also, a comparison
of different metals is complicated by the effect of impurities on the stored energy.
However, in general, the stored energy increases with the melting point and re-
crystallization temperature of a metal. This generalization is consistent with
the increase in the stored energy as the ratios of the temperature of deformation
to the melting temperatures (Tw/Tm) and to the recrystallization temperature
(T w/T r) decrease.

2.6 Composition

The stored energy, in general, increases with impurity content. White and
Koyaa, 1962, discussed their observations and observations by Clarebrough et al.,
1955, according to which impurities may either increase or decrease the amount of
energy stored.

25



Larger concentrations of solute tend to increase the stored energy; as shown
in Fig. 4 for the gold-silver system (Greenfield and Bever, 1957). At most, only
a fraction of this increase (a maximum of about 30 cal/g-atom at 50 at. pct) is
due to the destruction of short-range order. The increase of the stored energy is
related to the increase of the recrystallization temperature with increasing
solute concentration.

2.7 Grain Structure

At low strains, fine-grained copper under otherwise identical conditions
stores a measurably larger amount of energy than coarse-grained copper, as shown
in Fig. 1 (Clarebrough et al., 1958). This effect has also been observed by
Loretto and White, 1961; White, 1962; and Williams, 1962.

2.8 The Ratio of the Stored to the Expended Energy

The expended energy has a bearing on thd mechanisms of energy storage and
work hardening. Fig. 5 shows the ratio of the stored to the expended energy E S/E
as a function of strain at room temperature and 780 K for a gold-silver alloy
deformed in torsion (Appleton and Bever, 1963).

3. The Release of the Stored EnerGy

3.1 General

A cold worked metal is unstable and under favorable kinetic conditions re-
turns to.the annealed state by recovery and recrystallization. The driving force
for these restoration processes is the free energy of cold work. In general,
it is nearly equal to the internal energy, that is, to the stored energy bf cold
work usually measured.

The stored energy is released during the restoration processes and the ki-
netics of this release are indicative of the kinetics of these processes. The
release of stored energy often takes place in well defined temperature ranges or
time intervals; in some cases, it is possible to assign peaks in the release
curves to a specific mechanism, such as the annealing out of vacancies or re-
crystallization. The energy released during prerecrystallization stages and the
energy released during recrystallization, expressed as fractions of the total
stored energy, E p/Es and E r/Es, are significant in interpreting the substructure.

The energy release can be investigated by

(1) anisothermal annealing as a function of temperature during
continuous heating

(2) isothermal annealing as a function of time at constant
temperature

(3) isochronal annealing as a function of anrealing for
fixed times at different temperatures
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A special mechanism of energy release involves mechanical deformation (work
softening).

The literature on the release of the stored energy will be suimarized
briefly in this section. It has been reviewed extensively in several publica-
tions (Bever, 1957; Titchener and Bever, 1958; Clarebrough, Hargreaves and
Loretto, 1962a).

3.2 Atisothernal Annealing

Following earlier investigations of the stored energy by anisothermal an-
nealing, such as those of Sato, 1931, and Quinney and Taylor, 1937, a series
of papers by Clarebrough, Hargreaves and their collaborators has made great
contributions to the knowledge of the release of stored energy and the kinetics
of the restoration of cold worked metals. Typical examples of their results will
be presented.

The energy release by pure copper during continuous heating is shown in
Fig. 6 (Clarebrough, Haigreaves and West, 1955). The release is almost entirely
due to recrystallization which is represented by the peak in the curve. This is
preceded by a small recovery effect. The decreases in hardness and electrical
resistivity during recrystallization should be noted.

The energy release by copper containing 0.35% arsenic and 0.05% phosphorus
is shown in Fig. 7 (Clarebrough et al., 1955). A plateau in the release curve
preceding the recrystallization peak indicates the occurrence of prerecrystalli-
.zation phenomena. Similar prerecrystallization processes probably take place in
pure copper at or near room temperature, but impurities restrain these processes,
which then occur at higher temperatures where they can be observed during an-
nealing experiments.

The energy release by commercial nickel is shown in Fig. 8 (Clarebrough
et al., 1955). The prerecrystalli2ation phenomena include a small well developed
peak, which is attributed to the annealing out of vacancies. Clarebrough,
Hargreaves, Loretto and West, 1960, found such a peak also in nickel of higher
purity, but the plateau was absent. Part of the release curve for commercial
nickel has been explained by calculations of Nicholas, 1955, who assumed that
point defects anneal out at the boundaries of subgrains. The first decrease in
the resistivity curve shown in Fig. 8, which is not accompanied by a change in
hardness, also indicates the annealing out of vacancies.

Michell and coworkers have combined measurements by anisothermal calorimetry
of the energy stored in nickel with structural investigations by X-ray diffraction
(Michell and Haig, 1957; Michell and Lovegrove, 1960).

Anisothermal annealing can be adapted to operation below room temperature.
In an investigation of copper, deformed at 880 K, Henderson and Koehler, 1956,
found several distinct annealing stages and substages. Van den Beukel, 1961, qual-
itatively confirmed these findings for copper and also reported results for gold,
silver, and nickel.
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3.3 Isothermal Annealinq

Measurements of the release of stored energy by isothermal annealing are of
fundamental importance and have contributed much to the understanding of the
kinetics of energy release. Borelius, Berglund and Sjdberg, 1952, applied iso-
thermal calorimetry to measuring the energy stored by aluminum, copper and zinc
and Gordon, 1955, using the same method, measured the energy stored in copper.
Some of Gordon's results are shown in Fig. 9. Astrim, 1955, annealed specimens
of aluminum isothermally at progressively higher temperatures and followed changes
in their substructure by metallography. Some of his results are &hown in Fig. 10.
Bailey and Hirsch, 1960, combined isothermal calorimetry of the stored energy in
silver with electron transmission microscopy. The interpretation of their stored
energy measurements in terms of the substructure observed by them has attracted
particular attention.

3.4 Isochronal Annealing

The stored energy present in a gold-silver alloy after deformation at 780K
or room temperature and holding for various times at different temperatures is
shown in Fig. 11 (Greenfield and Bever, 1956). After deformation at 780K, two
stages of release are indicated.

The curve in the lower part of Fig. 12 shows the energy release during iso-
chronal annealing of filings of a gold-silver alloy (Averbach, Bever, Comerford
and Leach, 1956). This curve is consistent with the corresponding curve in
Fig. 11. The upper part of Fig. 12 shows results of a correlated X-ray investi-
gation and hardness values, which will be discussed below.

3.5 Work Softening Effect

Observations of a work softening effect are shown in Fig. 13 (Titchener and
Bever, 1960). A specimen cold worked at 780 K released energy when brought to
room temperature as the thermally unstable imperfections annealed out. Additional
deformation at room temperature caused a further decrease in the stored energy by
the removal of mechanically unstable imperfections. This second decrease in
stored energy was accompanied by a decrease in microhardness, which indicated that
dislocations played a part in the process.

An appreciable decrease in the stored energy occurs when specimens of a gold-
silver alloy deformed at 40K are brought to 780K (Appleton and Bever, 1963). No
work softening was found to result from secondary deformation at 780K after pri-
mary deformation at 40K, but the strain levels as well as the temperatures were
different from those of the earlier investigation.
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4. Stored Eneray and Total Substructure

Since the total stored energy repreoents the total substructure, the effects
of variables on the stores energy are alqo indicative of their effects on the sub-
structure. The conclusions which can be drawn on this basis will be summarized.

4.1 Strain

The Increase in stored energy with increasing strain can be attributed to am
increase in the number of imperfections and an intensification of their inter-
action as the deformation progresses. The increase in the energy also raises the
question as to whether new types of imperfections are generated at higher strains.
Under conditions where the stored energy attains saturation, the substructure
reaches a steady state in the sense that as many imperfections are formed as are
released by a work softening mechanism. In this connection, it is significant
that measurements of the stored energy can be made after deformation to moderate
and large strains at which Ahe substructure is so highly developed and so complex
that it cannot be observed directly in detail. Stored energy measurements because
of their statistical or integrating nature, therefore, assume a particular use-
fulness at higher strains.

4.2 Temperature

The increase in.stored energy with decreasing temperature suggests that the
number of imperfections increases and that they may interact with each other more
intensively. It is also known from other evidence that at low temperatures, addi-
tional types of imperfections are generated. The extent to which the increase in
the energy is due to the suppression of thermally activated processes of energy
release is not well known. The ratio of the stored to the expended energy may
give some semi-quantitative information on this problem and some light may be shed
on it by a suitable application of a single-step method of stored energy measure-
ment.

4.3 Composition

The.tendency of impurities and solute additions to increase the stored energy
is connected with their tendency to cause the retention of imperfections.

4.4 Grain Structure

The increase in stored energy with decreasing grain size at small strains
suggests that substructure forms more readily or is retained more completely in
fine-grained metals. The elimination of this difference with increasing strain
can be explained by the progressive accumulation of imperfections in the in-
teriors of the grains regardless of their size.

Conrad and Christ, 1962, related the dependence of stored energy on grain
size to the variation in dislocation density with the grain size of the deformed
metal. They based their argument on the decrease in the average distance moved
by a dislocation owing to the increase in the number of dislocation sources with
increasing grain boundary area.
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4.5 General

It has been shown in this section that four of the seven variables affecting
the stored energy mentioned in Section 2 permit some conclusions to be reached
concerning the substructure. Corresponding conclusions are also possible for the
other variables. Further insight into the effects of variables can be gained from
investigations of the stored energy in which simultaneous changes of other proper-
ties are investigated.

5. Stored Energy and Intermediate Substructure

The intermediate substructure, as defined in this paper, consists of the sub-
boundaries. A correlation between the intermediate substructure and the stored
energy, therefore, requires some coordinated knowledge of the subboundaries. work
involving both stored energy and substructure was carried out by Astr5m, 1955,
who used light microscopy, and by Averbach et al., 1956, and Michell and co-
workers, 1957 and 1960, who used X-ray diffraction methods.

0
Astrim's values of the stored energy and hardness are shown in Fig. 10. He

deduced from these data and his metallographic observations that (1) 7. recovery
process (not involving detectable structural changes) occurred at about 800C,
(2) the substructure underwent a change between 180 and 2500C and (3) the metal
recrystallized at 3500C. He did not definitely identify the process involving
the substructure, but suggested that it was either subgrain growth or polygoniza-
tion, or both.

Averbach et al., 1956, measured by calorimetry the energy stored in filings
of a gold-silver alloy in the deformed state and after annealing at different tem-
peratures between room temperature and 5000C (Fig. 12). They measured the elas-
tic strain energy and the short-range order parameter. From the latter, they
calculated by the quasi-chemical theory energy values after different annealing
treatments. No stacking faults or twin faults were observed. Averbach et al.
subtracted the energy effects due to strain and changes in short-range order from
the stored energy measured calorimetrically and considered the remainder to be
interfacial energy. They estimated the total interfacial area from the particle
size measured by X-ray diffraction and from this derived a specific interfacial
energy. The results, recalculated after some corrections, arising from a dis-
cussion by Michell, 1958, appear to be reasonable; in particular, they show an
upward trend after annealing above 2500C (Averbach, Bever, Comerford and Leach,
1958).

In the cold worked specimens approximately two-thirds of the stored energy
was accounted for by interfacial energy, only 5% by elastic strain and the balance
by the destruction of short-range order. During recovery, the subgrain size in-
creased slightly, a small mount of stored energy was released, presumably due
to this subgrain growth, but the specific interfacial energy changed little.
A partial relief of local strains occurred. During recrystallization, the sub-
grain size increased rapidly, the specific interfacial energy increased, pre-
sumably to a value of the random grain boundary energy, and the remaining local
strains disappeared.
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Nickell and Haig, 1957, combined a structural investigation by X-ray dif-
fraction of nickel grindings before and after annealing with measurements of the
stored energy. The apparent particle sizes of the deformed powder extended over
an appreciable range depending on the manner of analysis and the energies calcu-
lated from them showed a corresponding range. Also, the calculated values of the
energy were lower than the measured value, The authors discussed this discrepancy
in terms of the assumed distribution of strains. Two stages In the relief of strain
were observed. The first, which did not involve a change in particle size, was
attributed torecovery and the second occurred during recrystallization with an
attendant increase in apparent particle size.

Michell and Lovegrove, 1960, reported a similar investigation of the anneal-
ing of bulk specimens of nickel. The stored energies derived from various methods
of analysis of particle size were spread over a large range. Best agreement with
the measured energy values was obtained by assuming a Gaussian distribution of the
strain.

The importance of the interfacial energy of subparticles, which is brought
out by the X-ray diffraction investigations, raises the question as to how changes
in the stored energy resulting from changes in variables are related to the inter-
facial energy. As an example of this problem, it may be considered whether the
change in the stored energy with composition is associated with a change in the
interfacial energy and if so, whether this is due to a change in the total inter-
facial area or in the specific interfacial energy.

In concluding this section, a consequence of the method of finding interfacial
energy of subboundaries by subtracting the energies of all other mechanisms from
the total measured energy should be emphasized. This method tends to overstate
the interfacial energy, which will be reduced as energies attributable to other
mechanisms are considered. In general, however, these energies are likely to be
small.

6. Stored Energy and Ultimate Substructure

6.1 Dislocations

Dislocations, in addition to making up the subboundaries, constitute other
elements of substructure. They may occur in random arrangements or in regular net-
works and groups such as pile-ups, in which they interact with each other.

The simplest analysis of the stored energy in terms of dislocations assumes
individual non-interacting dislocations. The measured stored energy, or that part
of it which can be attributed to dislocations, is divided by the estimated value
of the specific energy of a dislocation in order to find the dislocation density.
Alternatively, if the dislocation density is known or can be estimated, the spe-
cific energy of a dislocation can be found.

Seitz and Read, 1941, Koehler, 1941, 1942, and Bragg, 1945, calculated a dis-
location density of 1012 per cm2 after cold work from values of the stored energy
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reported by Taylor and Quinney, 1934, 1937. This high value of the density can
be explained by the low specific energy values assumed by these authors.

In more recent investigations, dislocation densities derived from stored
energy values have been compared with densities derived from changes in other
properties measured on identical samples. Table 1 reports the results for copper
of Clarebrough, Hargreaves and West, 1957. The dislocation densities obtained by
them from changes in the hydrostatic density, AD/D, are larger than those obtained
from the stored energy, E ; the incremental resistivity, Ap, gave even larger
values. Clarebrough et at. discussed this discrepancy and Boas, 1957, commented
on a similar discrepancy in nickel. Seeger, 1957, pointed out that the disloca-
tion density based on hydrostatic density changes, recalculated on a different
basis, agreed satisfactorily with the value derived from the stored energy. He
also suggested that the dislocation density derived from the resistivity change
might be reduced if stacking faults contributed to the resistivity change.

Clarebrough et al., 1962b, reported dislocation densities derived from stored
energy and hydrostatic density changes for silver and gold, together with the
values for copper based on the investigation by Clarebrough, Hargreaves and West,
1957 (see Table 2). The discrepancy had been reduced substantially by the use of
a new figure for the effect of a dislocation on the density (Stehle and Seeger,
1956). Since the effects of dislocations on the resistivity of copper, silver
and gold were almost identical, in spite of the difference in the stacking fault
energies of these metals, the possibility that stacking faults make significant
contributions to the resistivity of a dislocation seemed to be ruled out.

Bailey and Hirsch, 1960, from dislocation densities measured by electron
microscopy and calorimetric values of the stored energy, obtained a specific
energy of a dislocation of approximately 8 ev/atom plane in polycrystalline silver
deformed in tension. Electron microscope observations showed a cellular structure.
No change was observed in dislocation densities or distribution during recovery,
but the energy remaining after recovery, E (released during subsequent recrystal-
lization), was only about half the total stored energy, E., except at high strains.
Pertinent data are given in Table 3.

Bailey and Hirsch calculated stored energies of dislocations occurring singly
(El) and in groups of two, three, and four dislocations (E 2 , E3 , and E4 ). Table 4
lists these energies for different values of the radius, R, of the stress field.
The agreement of the calculated values with the measured value is satisfactory,
especially for the largest value of R and groups of three or four dislocations.
The authors concluded that the interaction energy can be accounted for by groups
of this size, the lonzg range stresses of which do not cancel. They explained the
decrease in stored energy during recovery by a small rearrangement of dislocations
in the cell boundaries. They concluded that the stored energy values were com-
patible with the observed dislocation distribution and that the long-range
stresses were at most accounted for by groups of three or four dislocations in
the cell boundaries; also, after recovery, the dislocatioi; energies were within
a factor of 2 of the theoretical value of the self-energy. In particular, they
believed that no pile-ups needed to be postulated and they also did not observe
them by electron microscopy.
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Bailey and Hirsch also calculated the stored energy from the flow stress
assuming a pile-up model. The values are shown in Table 5. Sinee they were an
order of magnitude larger than the experimental values, the authors concluded
that the pile-up model did not account satisfactorily for the flow stress and
stored energy. They found fairly close agreement between the experimental values
and values calculated by the forest theory. They attributed the remaining dis-
crepancy to some long-range stresses or a contribution of point defects to the
stored energy. Since the dislocation arrangements observed in nickel, copper,
gold, and aluminum were similar to those in silver, Bailey and Hirsch concluded
that the same work hardening mechanism operated in these metals. However, since
pile-ups had been observed in stainless steel and alpha brass, they admitted the
possibility that long-range stresses might be important in them.

Clarebrough, Hargreaves, Head and Loretto, 1961, criticized the equation used
by Bailey and Hirsch for the calculation of the energy from the flow stress. In
particular, they stated that the outer cut-off radius should not appear in it.
They derived an equation for the stored energy from an analysis due to Stroh, 1953.
They calculated values for several metals; that for silver is included in Table 5.
Clarebrough et al. concluded that the pile-up theories could not be dismissed on
the basis of the measurements of the flow stress and the stored energy alone, but
also emphasized that the agreement should not be taken as proof of their
correctness.

Clarebrough et al. pointed out that earlier results for nickel (Clarebrough
et al., 1955) which showed a large energy evolution during recovery (E /E = 0.70)
was similar to the observations for silver Ly Bailey and Hirsch. Theypagleed in
attributing a large part of this release to a rearrangement in the cell boundaries
during recovery. They also mentioned the possibility of loss of dislocations
during thinning in the preparation of electron microscope specimens.

Seeger and KronmUller, 1962, stated that the equation used by Bailey and
Hirsch for connecting the flow stress and the energy incorrectly assumed that a
group of n dislocations can be treated as a superdislocation of dislocation
strength (nb) and that this overestimates the energy stored in the stress fields
between the dislocations. The stored energy connected with the overlap of the
stress fields is only slightly larger than the stored energy due to stress fields
of individual dislocations. They used a dislocation model developed for stage II
of the stress-strain curve of face-centered metals and calculated the energy of
pile-ups and the work expended in the deformation of a single crystal. From this
they calculated a value of the ratio of the stored to the expended energy, E /E w
They considered the agreement of the experimental values for copper, gold, aid w
nickel with the calculated ratio as satisfactory. They also calculated stored
energies for the specimens of silver deformed by Bailey and Hirsch, which are
included in Table 5. Seeger and Kronmilller concluded that their theory accounted
reasonably well for the experimental results, except at the highest strains, where
work softening effects could be expected.

Faulkner and Ham, 1962, reported data for aluminum in which the dislocation
density was determined by electron microscopy. The specific energies derived
from the stored energy were surprisingly large. They concluded that the density
of dislocations in thin films of aluminum differs systematically from the bulk
values, probably owing to losses during thinning.
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Li, 1960, analyzed the elastic properties of a dislocation wall and concluded
that its strain energy is smaller than that of a set of dislocations of the same
sign distributed within a circle, the diameter of which is approximately equal to
the height of the wall. He called attention to the fact that local groupings of
dislocations of the same sign generated by a deformation process such as bending
interfere with the method of measuring the dislocation density by the amount of
stored energy.

Li, M11, showed that a release of an appreciable amount of eaergy may occur,
as observed by Bailey and Hirsch during the recovery of polycrystalline silver,
without an-observable change in the dislocation distribution if low-angle twist
boundaries amformed by a crossed grid of screw dislocations. This would cause a
large energy difference with only a slight rearrangement of dislocations. Li sug-
gested that the kinetics of this rearrangement probably require some thermal ac-
tivation and that it, therefore, takes place during recovery. The large energy
change with only minor visible rearrangement according to Li places the method of
determining dislocation densities from stored energy in jeopardy. It should be
recognized, however, that the occurrence of the grids has not been demonstrated.
Also, the difficulties of evaluation would arise from difficulties of measuring
the dislocation density rather than of the energy.

6.2 Point Defects

The estimated values of the energy of point defects and aggregates of point
defects in face-centered cubic metals published in the literature appear to be
satisfactory. It is, therefore, possible to arrive at estimates of the concentra-
tion of these defects, if the energies attributable to them are known from
measured values of the stored energy. However, it is often difficult to separate
the effects of point defects from those of other imperfections and to differenti-
ate between the effects of different aggregates of point defects.

Point defects are particularly important at low temperatures. This lends
interest to the work of Henderson and Koehler, 1956, van den Beukel, 1%1, and
Greenfield and Bever, 1956. In particular, Henderson and Koehler estimated a
vacancy concentration of 1.6 x 10-4 from the stored energy release by a specimen
compressed 65%.

The temperature range for the annealing out of point defects in nickel is
higher than in the other face-centered cubic metals investigated to date. This
permits the energy effect of point defects in cold worked nickel to be measured
above room temperature. The results of an investigation by Clarebrough et al.,
1960, summarized in Table 6, include concentrations of interstitials and vacancies,
as well as the concentration of dislocations, which is derived from re-
crystallization.

A recent finding by Appleton and Bever, 1963, suggests that, at least in
gold-silver alloys, point defects play less of a role at 78 0 K than has been as-
sumed. They found that between room temperature and 78 0 K, the stored energy, Es,
increased, but the ratio E /E increased little more than the stored energy, E
This indicates that the expenled energy also increased, which is in accord witt
the measured stress-strain curves at room temperature and 780K. These observa-
tions can be explained by an increase in the density of dislocations and am
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intensification of their interaction. Between 780 and 40 K, however, the stored
energy and the ratio E /E increased appreciably, while the stress-strain curve
changed much less. This luggested strongly an increase in the concentration of
point defects generated during deformation at 40K over that generated at 780K.

6.3 Other Imnerfections

The relation of other imperfections, such as stacking faults or twinning
faults, to the stored energy seems to have received little consideration in the
literature. However, data on their concentrations and specific energy are be-
coming available and this will make it possible to include them in the evaluation
of stored energy measurements.

7. Conclusion

It has been shown that the stored energy of cold work can be related to the
total substructure, the intermediate substructure and the ultimate substructure.
The detailed interpretations possible for the various investigations differ con-
siderably. The statistical nature of the stored energy has been shown to be
advantageous in revealing certain features of the total substructure. On the
other hand, under favorable conditions, it has been possible to differentiate
between elements of substructure on the basis of stored energy values.

Additional investigations of the stored energy are needed. In particular,
further investigations combining stored energy measurements with the measurement
of changes in other properties should be made. Also, research should be extended
to body-centered cubic and hexagonal close-packed metals. In this way, it will
become possible to partition the stored energy, even in complex cases, by al-
locating specific energies to all operative mechanisms.
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Table 1

Density of Dislocations in Copper,

N lines/cu2

Deformation,
From E From AD/D From Ap% Compress ion U

30 8.5 x 1010  4 x 10 1 1  5 x 10 1 2

55 1.1 x lo11 6 x 10 7 x 10 1 2

70 1.3 x 1011 8 x 10 1  9 x 1012

Clarebrough, Hargreaves and West, 1957

Table 2

Density of Dislocations, Lp/N,
Deforma- N lines/cM2

tion,
Compres- From E From tAD/D i/d'line/cniZ

Metal sion s

Cu 70% 1.33 x 1011 2.8 x 1011 28 x 10-14

Ag 75% 1.50 x 1011 2.8 x 1011 34 x 10-14

Au 75% 0.74 x 1011 1.4 x 1011 35 x 10"14

Ni 70% 1.06 x 1011 94 x 10-14

Al 75% 0.40 x 1011 33 x 10-14

Clarebrough, Hargreaves and Loretto, 1961 and 1962b
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Table 3

Measured
Deforma- Dislocation Est E Es/N,

tion Density r"
% N lines/cm2  cal/g-a cal/g-a eV/at.pl.

11 2.2 x 1010 2.70 1.25 9.1

21 5.2 x 1010 5.10 2.83 7.3

32 6.8 x 1010 7.75 4.9 8.4

43 - 7.27 6.03 -

Avge. 8.3

Polycrystalline silver, deformed in tension

Bailey and Hirsch, 1960

Table 4

Calculated Stored Energy (eV/at. plane)

Stress
Field R, E1  E1  E2  E3

A.U. (1) (2) (1) (1) (I)

200 2.66 1.90 - - -

1,000 3.38 2.61 4.1 4.62 5.16

10,000 4.4 3.63 6.16 7.7 9.3

(1) Bailey and Hirsch, 1%0

(2) According to Schoeck and Seeger, 1953
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Table 5

Stored Kuergy, cal/g-a

Calculated from Flow
Stress

Deformation, 
Exptl.

(1) (2) (3)

11 2.7 21.2 - 3.0

21 5.1 37.0 5.6

32 7.8 54.0 - 8.2

43 7.3 64.0 9.6 9.71

Polycrystalline silver, deformed in tension

(1) Bailey and Hirsch, 1%0

(2) Clarebrough et al., 1961

(3) Seeger and Kronmflller, 1%2

Table 6

Energy Concen-
Evolved tration Assumed

Annealing Eat Defect from Specific

Stage cal/g-a Assumed s Energy

-'200 0 C 2.58 Interstitialt 2.2 x 10- at.% 5 eV

200-3500c 3.28 Vacancies 9.5 x 10 at.% 1.5 eV

Recrystal- 11.78 Dislocations 1.06 x 1011 4.4 x 108
ligation cm/6s. eV/cm

Nickel (99.85%) compressed 70% and annealed

Clarebrough et al., 1%0
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The Observation of Substructures in Crystals with the Electron Microscope

H. G. F. Wilsdorf

The Franklin Institute Laboratories
Philadelphia, Pennsylvania

The term "substructure" encompasses a variety of dislocation arrange-
ments including the well defined sub-boundaries. Detailed aspects of substructures
were covered in review articles by Hirsch (1), and Amelinckx and Dekeyser (2). As
early as 1954, the electron microscope had been used for the study of dislocation
boundaries by means of the replica. technique (3) which will be outlined in this
article. Later, this method was also applied to investigations of slip bands,
pile-ups and interactions of glide dislocations with sub-bomrndaries (4-6). Since
1956, dislocations (7) and stacking faults (8) have been studied even more directly
by a new technique called diffraction electron microscopy. Immediately after its
discovery, this technique provided experimental proof for the many concepts of
dislocation theory and later on was instrumental in providing new information on
dislocation substructures. The two techniques will be discussed, and their appli-
cability to the study of substructures will be critically reviewed.

Replica Technique

The use of the stand3rd type electron microscope became of intercst to
metallurgists with the development of replica techniques in 1940 (9). Since that
time numerous variations of this technique have been devised which have been
reviewed in considerable detail in the literature (10).

The principle of the replica technique is to cover the meýal surface
which is to be investigated, with a film not thicker than, say, 500 X, whereby the
thickness of the film with respect to the normal of the surface has to be controlled.
Fig. la indicates the production of a SiO replica (11) by vacuum evaporation.
Subsequently, the film has to be separated by chemical means from the metal and
then is "shadow-cast" (Fig. lb). Since the contrast in electron images is usually
due to an electron scattering mechanism depending on the thickness and mass of the
specimen, the shadow-cast substance to be evaporated under an angle of, say, 300
onto the specimen ought to have a high atomic number. Now, the specimen is ready
for examination in the electron microscope at magnifications from 2,000X to 60,OOOX.
The surface area that can be screened at a time is 1 mm x 0.1 mm or about 2 mm in
diameter, depending on the roughness of the surface, the microscope used, and other
conditions.

Because of the inherent high •esolving power of first class electron
microscopes, details in the order of 25 Kcan be detected. Obviously, this
requires the careful prepa,-ation of metal surfaces, which, however, can be done
with relative ease by applying suitable electropolishing procedures (12).

Turning to the subject matter of detecting sub-boundaries, it becomes
clear that this technique permits their study at the line of intersection with the
surface. For a tilt boundary with a. 9 = 5', the dislocations are separated by a

55



distance of about 2000 ý, which puts a rather stringent requirement on techniques
that are used to mark the intercept of dislocations with the surface. Reference is
mdde to the precipitation method and the etch pit technique. The former method was
actually used to provide the first visible evidence of dislocations in a metal (3)
and is based cn the preferential nucleation of a. precipitate at a dislocation site.
Figs. 2a and b give examples of sub-boundaries which were found in the as-grown
crystals of an Al-4% Cu alloy. Assuming that each precipitate marks the point of
emergence of an edge dislocation, the misorientation between the two sub-grains can
be calculated as 9 = b/h, where b is the Burgers vector and h the distance between
the precipitates. The good agreement between measurements with the electron
microscope and x-ray data (13) justifies the assumption that each dislocation gives
rise to one precipitate.

Etch pit techniques have been successfully used to indicate the position
of dislocations at surfaces, and many crystals have been thoroughly studied with
this method using the light microscope (lh). The limited resolving power of the
light microscope led to the application of replica techniques and observations with
the electron microscope. In particular, a-brass crystals have been studied exten-
sively, and Figs. 3a and b demonstrate the ability of the technique (15-18). The
points of emergence of dislocations are indicated by well defined etch pits which
are small enough as to give a clear indication of the dislocations' arrangement.
Fig. 3a shows a grown-in sub-boundary, and in Fig. 3b the interaction of glide
dislocations with a sub-boundary can be seen.

The spatial distribution of sub-boundaries can be determined to some
extent by repeatedly removing thin surface layers and replicating the same area
with a suitable technique (19). It can be concluded that the replica method, in
conjunction with precipitation and etch pit techniques, is capable of detecting
the dislocation arrangements in sub-boundaries at their intersections with surfaces.
Hecent investigations by Young (20) and Levinstein and Robinson (21) with the
light microscope indicate the possibility of applying the replica technique to etch
pit studies in deformed pure f.c.c. metals which contain dislocation tangles.

Diffraction Contrast

The detection of lattice defects with the electron microscope is based
on the diffraction of electrons by crystal lattices. The diffraction conditions
have been given by von Laue in the fundamental equation

L-=o = • (1)

where lio and k are the wave vectors of the incident and diffracted beam, X the
wavelength, and a a lattice vector in the reciprocal lattice which is equal to

gl a* + g2 b* + g3 c*, g1 , g2 ' g3 being integers and a7-, b* c* unit vectors in the

reciprocal lattice. Fig. 4 represents the above relation in two dimensions in
graphical form, and also shows the direction of the diffracted beam. According
to Ewald's construction, diffraction occurs when a sphere with radius 1/1 and 0 as
its center cuts through the intensity distribution of a reciprocal lattice point.
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The amplitude of the diffracted wave can be written with the help of the
structure factor F

A = FJF =- ffn exp [2 Ti (k - ho) (2)
n

where f is the scattering factor for electrons and the vector rn marks the positionnn

of the scattering atom in a column of unit cell dimensions as mea-sured from the
origin of the lattice. However, if the Ewald sphere does not exactly pass through
a reciprocal lattice point G but lies at a small distance from a given G as
measured by the vector s, then we have to replace k - ko by g + s. Since rn
is an integer, equation (2) becomes -

A = fn exp (2r i s - rn). (3)

n

fn has been taken out of the sum, which is permissible under the reasonable
assumption that all the unit cells in the column are similar. So far, the case of
a perfect crystal has been considered. Our main concern, however, is to show the
formation of images of lattice defects. Following the calculations by Hirsch,
Howie and Whelan (22) and in accordance with the nomenclature introduced by them,
a deviation of the scattering atom from its ideal position will be defined by the
vector R. Now, the amplitude of the diffracted wave is obtained by adding a phase
factor E = 2Tr to equation (3), and a being a function of z (see Fig. 5) we
can write

A I exp (2 i R) exp (2Tr i s z) d z (4)
column

s is now the distance between the Ewald sphere and G, taken in the direction of
the column.

Equation (4) provides the foundation for discussing the formation of
dislocation images in the electron microscope. First, we will consider the path
of electron beams in the microscope. It follows from the principle of diffraction
contrast that the diffracted beam (or beams) have to be prevented from contributing
to the electron image. This is effected by an objective aperture which is in the
order of 10-3 rad.; Fig. 6 shows the path of rays for the formation of the first
electron image. The distorted lattice around a dislocation is indicated by a line
in the specimen, while the missing electrons in the image can be seen as the
"white" line in the figure.

Next, we have to determine the displacement vector R in equation (4).
Choosing a simple case, R will be given for a screw dislocation lying parr'lel to
the z-axis of an orthogonal coordinate system and parallel to the surface of the
foil. One finds that P and _• are zero and that

Rz = b- 9 = b- arc tanx (5)

with b the Burgers vector of the dislocation. Inserting (5) into equation (4),
a decision concerning the choice of a diffracting beam for producing an image of
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the dislocation can be made immediately. The phase factor a contains a product of
the reciprocal lattice vector E and the Burgers vector b, which becomes zero if the
family of diffracting latticp planes and b are parallel. It can, therefore, be
concluded that the highest contrast may be expected when the diffracting lattice
planes are perpendicular to the Burgers vector, and it would be most desirable to
select a diffraction spectrum in accordance with this consideration.

From equation (4) the intensity profile of a dislocation can be obtained.
Hirsch, Howie and Whelan have calculated the line width with the help of amplitude-
ph~e diagr mrs (22). Recently, the values of the integral (4) have been calculated
by Gevers for & b = n = 1, 2, 3 and 4 (23), and his main results for n = 1 and
n = 2 are given in Fig. 7. Three features are in evidence: (i) The image of a
dislocation is shifted from its true position by a distance approximately equal to
its width; (ii) The width of an edge dislocation is twice that of a screw disloca-
tion; (iii) The intensity profile of dislocations is steeper on that side which
faces the center position of the dislocation.

The true position of a dislocation can be determined by changing g, i.e.,
by choosing a different diffraction plane, or by reversing the sign of s, which can
be achieved by tilting the specimen around a suitable crystallographic direction (4)•
Fig. 8 demonstrates the shift of the dislocation image in the vicinity of an ex-
tinction contours i.e., due to a change of sign of s.

As has been already mentioned above, the displacement vector has to have
a perpendicular component with respect to the diffracting lattice planes if a
dislocation image is to be obtained. On the other hand, the disappearance of the
image when a - b:= 0 can be used to confirm the Burgers vector, which in many
investigations can be presumed from experimental conditions. It is a requisite for
a Burgers vector determination to have a goniometer stage for positioning of the
crystal in the microscope. For a meaningful determination of the Burgers vector,
one desires to have other dislocations in the specimen which have a Burgers vectar
different from the first set in order to ascertain that the critical diffraction
condition is satisfied. A further check can be provided by employing the dark
field technique. Here, the objective aperture in the back focal plane is adjusted
so as to permit only the diffracted beam chosen above to form the dark field image,
and, of course, those dislocations for which g • b = 0 should not be seen.

The determination of the sign of s is necessary if one wishes to know
the sense of the Burgers vector, since the above techniques yield only its
direction. Crystals for these investigations have a thickness of more than 1000
and usually also show Kikuchi lines, which consist for each spectrum of a dark and
a light line, parallel to each other, against the background of inelastically
scattered electrons. For s = 0 the Kikuchi lines go through the center of the
reciprocal lattice point, gut for a positive or negative s (see Fig. 4) the
Kikuchi lines are displaced to the right or to the left of the reciprocal lattice
point, respectively, The location of the dislocation's image for a given lattice
position with respect to the incident beam is given in Fig. 9 for a dislocation
loop. Slight rotations of the specimen and the additional observation of the
actual diffraction pattern together with the electron micrograph enable the nm-
ambiguous determination of the direction and the sense of the Burgers vector.

Any discussion concerning diffraction contrast in electron micrographs

must include the formation of fringes. Integration of equation (3) yields for
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a thin crystal

A sin w ts (6)
Ts

which shows immediately that the intensity of a diffracted beam depends on both
the thickness t as Iell as on s. The first case is realized in crystals with
varying thickness, and in particular, in wedge-shaped specimens (Fig. 10a); the
second occurs when a thin film is bent and the Ewald sphere cuts the reciprocal
lattice point at different distances. The resultant contrast pattern is called
an "'extinction contour", and an example of it is shown in Fig. lOb.

A two-dimensional lattice defect resulting from a "mistake" in the
stacking of closest-packed planes in a crystal lattice is of considerable importance
and can easily be detected with this technique. In the f.c.c. lattice, a mistake
in the stacking of octahedral planes, for example ABCAB/ABC..., can be described
as a displacement of the two parts of the crystal by a vector R = a/ 6 < 112Ž , a.
being a lattice translation. Fig. lla shows the two parts of the crystal divided
by the stacking fault AB. The amplitude of the diffracted wave is calculated by
means of equation (4), adding to the term for the perfect crystal (above the line
AB) a term that contains the displacement a/ 6 < 112 > . The recultant phase angle,
a, equals 00 or * 1200, which leads to a set of light-dark fringes from A' to B
with a spacing

D = t cotan (7)

where to is the so-called extinction distance. t is related to the electrons'
wavelength X, the accelerating voltage U and the Yattice potential V .g

Similar fringes may be observed when twin and grain boundaries lie under
an oblique angle in the specimen (Fig. 12).

The above discussion of the diffraction contrast was based on the
kinematical theory of electron diffraction. The validity of this theory breaks
down for s approaching zero, i.e., when the Lane conditions are fulfilled exactly.
Then use must be made of the dynamical theory of electron diffraction which takes
into account the interaction of electron waves with the wave field inside the
crystal. The latter treatment provides quantitative results for many of the
problems discussed above. According to the dynamical theory (25), the fringe
distance for stacking faults is half of that obtained for s > 0 (see Fig. llb),
which is an important result concerning the possibility of distinguishing between
stacking faults and grain boundaries and other diffraction fringes. So far only
dislocations lying parallel to the plane of the foils have been considered. While
their image showed uniform contrast, dislocations inclined against the surface of
the foil have a dotted appearance (Fig. 12) which has been explained by the
dynamical theory as intensity oscillations.

Reliability of Results Obtained by Diffraction Electron Microscopy

The high scattering power of matter for electrons demands the preparation
of specimens for diffraction electron microscopy in the thickness range of a few
thousand Angstroms. Usually this is done by electropolishing (12), and techniques
for electromachining electron transparent crystal wafers from bulk specimens have
been described in the literature (26).
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Becoiusu of the reduction oi thick miute, crvyst!is to .ury thin foils, one
immediately, r:iises !he quest iun of how rupreoent-ti,, LIhe observerd dislocation,
p:atterns really ,-re. In a -ecent paIper 11im claims that 60)2 of the dislocations
in a rolled aluminum-silver ailloy are lost 'n the preparation of the t:.in speci-
nens (27). This conclusion is based on comparisons between dislocation densities
of unaged and :iged Al-0.5/6 Ag alloys which had been deformed by rolling, 18% or h5%.
Because of the formation of small silver aggregates in the aged alloy, it can be
assumed that the free motion of dislozations is reduced. Since the ag,,ad specimens
contained more than 2 times as many dislocations than the unaged specimens, Ham
argues that at least 600 of dislocations in Al-0.5% Ag and, by inference in Al, are
lost during the preparation co the thin speci4cn. 1t this re-alt bl curreco, one
would have to conclude that dislocation rearrangements during electropolishing
would take place to an extent that the patterns observed in the microscope would
not bear much resemblance to the dislocation arrangement in the bulk specimen.

The change of dislocation patterns in deformed aluminum single crystals
has been investigated with the diffraction electron microscopy method, selecting
specimen thickness as the variable (28). Indeed, a considerable loss of disloca-
tions and their rearrangement was clearly measurable below a thickness of 1500 ý.
However, it was found haat the dislocation patterns did not change noticeably in
foils from 2000 X up to 8000 R, the latter specimen thickness being the largest
which permitted discernible dislocation contrast to be obtained at an acceleration
voltage of 100 KV. It has been pointed out (28) that "image forces" will tend to
pull dislocations out of the specimen, if they are parallel or almost parallel to
the surface, and provided that the slip plane is sufficiently inclined against the
foil's surface, which should not be covered with an elastically harder layer. The
other major influence on dislocations is due to their tendency to reduce their line
energy. This can be achieved by dislocations moving perpendicular to the surface
while remaining in their slip planes. Clearly, the above considerations will be
influenced by the frictional forces the dislocations have to overcome, which will
vary greatly from metal to metal.

Before we return to the problem of measuring dislocation densities by
the thin film technique, some experimental findings will be discussed which are
related to the mobility of dislocations near the surface of a thin foil. Under
certain experimental conditions, dislocations form patterns that are repeated
throughout the specimen. As a first example, I am referring to square-shaped loops
in Al-0.5% Mg which are obtained after annealing quenched specimens. In Fig. 13 a
number of these loops are shown. The plane of the loops is only slightly inclined
to the surface, which in one instance cuts through the loop (see arrow in Fig. 13).
Although the shape of the loop has not been changed markedly, a short dislocation
is seen to connect one end of the cut-off loop with the surface. Undoubtedly,
this part of the dislocation has been moved out of the original plane of the loop
by the driving forces discussed in the previous paragraph. However, no further
changes seem to have taken place. A second example can be provided with the help
of Fig. lh which shows dislocation loops in a deformed molybdenum single crystal.
Loops of this type are prismatic and apparently have been "punched out" by stress
concentrations due to precipitates in the matrix. They number from five to
approximately twenty and are mostly of similar diameter, which decreases somewhat
with increasing distance from its origin. Again, the surface has cut through most
of the loops without affecting their shape to a major degree.
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One might also refer at this point to the numerous investigations
carried out on many pure metals and alloys which have yielded much information as
to the different dislocation behavior in these materials. From the above dis-
cussion it is concluded that, provided certain precautions are observed, the
technique provides reliable information on dislocation arrangements in crystals.

Since the knowledge of dislocation densities in deformed crystals is
of utmost importance to the understanding of cthe flow characteristics, the measure-
ment of this quantity deserves to be given special attention. Most specimens for
diffraction electron microscopy are prepared from large single crystals or test
specimens by electrolytic cutting and polishing. In general, the final film has
a thickness of a few thousand Angstroms and contains in an area of, say, lOL 2 , a
number of macroscopic wrinkles. Although the angular deviation between adjacent
areas may only be in the order of one minute of arc, it is sufficient to upset
the diffraction condition. This in turn does not permit the observer to see
dislocations in a large area without continuously adjusting the orientation of the
specimen against the incident beam. Also, the diffracting lattice planes may
contain the direction of the Burgers vector of one set of dislocations which would
lead to too small a. dislocation count. Again, tilting the specimen could correct
this possible error in measurement.

In case the inherent difficulties of the technique have been overcome,
the success of a dislocation count will also depend on the particular arrangement
of these defects. Since the majority of dislocations will not be straight but
kinked and curved, the actual measurement of dislocation lines per ccm is difficult.
Moreover, this measurement requires the knowledge of the thickness of the specimen,
the dislocation's glide plane and the angle of this glide plane to the foil's
surface; often the experimental determination of the Burgers vector is needed. In
principle, all of these measurements can be performed, but the process is cumbersome
and time consuming. Only few instances are known where glide dislocations are dis-
tributed uniformly throughout the crystal, which is the main assumption for the
discussion so far.

The agglomeration of dislocations into tangles or "diffuse" cell walls
during plastic flow is more frequent. Here, the density of dislocations may become
so high that cell walls cr tangles appear as dark areas in the micrographs, which
condition will not allow a dislocation count at all, or only over smaller areas.
Of course, thinning the foil to 1000 R or possibly less would enable the detection
of single dislocations; however, this appears not to be possible without losing
many of them to the surface and/or from their ararrangement. This is exactly what
seems to have happened in the foils studied by Ham (27). His paper contains three
electron micrographs which exhibit cell walls containing glide dislocations in
(i) pure aluminum, (ii) unaged Al-0.5% Ag, and (iii) aged Al-O.5 Ag. Whi~e the
latter micrograph shows dislocations not only in the cell walls but also in the
areas between walls, the volume between cell walls in the first two micrographs is
empty. It is known from other investigations (29) that aluminum contains small
prismatic loops near glide dislocations. The absence of prismatic loops and some
odd dislocations within the cells indicate that the final foils were too thin to
permit reliable dislocation counts, while thicker foils would have obscured single
dislocations in the cell walls. It stands to reason that diffraction electron
microscopy is a suitable technique for dislocation counts in lightly deformed
crystals with reasonably uniform dislocation density. However, for heavily
deformed crystals the error of measurement is quite considerable, and Ham's data
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on 1-U .5% Ag are not acceptable until Lhe measurements have been repeated with
single crystals which permit the counts in known crystallographic planes and an
accurate determination of the specimen's thickness.

Summary of Applications

Many applications of the techniques discussed above to the numerous
problems of substructures in crystals have been reported (30). It has been pointed
out in the previous paragraph that diffraction electron microscopy is particularly
useful for accurate measurements in the range of a few microns and less. This is
the reason why the most significant results have been obtained on substructures in
deformed metals, characterizing their role in yielding phenomena, plastic flow, by
translation as well as twinning, and fracture. Since this method offers the
highest resolution of all known experimental techniques fo§ the study of disloca-
tions, even sub-boundaries with spacings ol less than 500 X can be analyzed in
great detail, provided the arrangement is fairly regular. This applies to all tilt
and twist boundaries, and the investigation of recovery and recrystallization
processes with this method can be very useful. Recently, the formation of disloca-
tion networks in crystals with layer structures has received considerable attention.
Since these crystals cleave easily parallel to their basal planes, specimen prep-
aration is thus facilitated and, of course, it is of great advantage that the dis-
locations are lying parallel to the plane of the specimen. Usually, diffraction
conditions are satisfied for areas larger than the field of view, and very
beautiful micrographs have been taken from graphite, mica, talc, the bismuth-
tellurides and others (31).

Certain substructures found in crystals grown by solidification methods
have spacings in the order of 1 mam, and electron microscopy is not likely to
contribute much to their explanation. The chances of coming across grown-in mub-
boundaries in a thin film are rather small, and x-ray and etch pit techniques are
more suitable for their study. However, in the field of epitaxial overgrowth
diffraction microscopy could play an important role. According to Frank and
van der Merwe (32), the misfit between two different lattices can be described in
terms of interfacial dislocations, and interesting observations on PbS and PbSe
and chromium bromide have recently been reported in the literature (33, 34).

The most interesting observations of substructures have been made on
deformed crystals, and we will limit ourselves to a brief discussion of dislocation
patterns in metal crystals. 'The state of the art until 1959 was summarized by
Hirsch in a review article (35). In agreement with earlier surface studies on
deformed metals (36), it was found that a-brass and the pure fcc metals respectively
show different dislocation structures indeed. In ct=brass and stainless steel (37)
pile-ups were observed while in gold, copper and nickel the dislocations are
arranged "in very complex three-dimensional networks at low deformation, and in
poorly developed sub-boundaries at higher deformations." (35) Experimental evidence
to this effect cle to Tomlinson and Partridge was given in the above-mentioned
review article by Hirsch (35) and by Whelan (38). These results were explained
by considering dislocation interactions.

In 1959, Wilsdorf and Kuhlmann-Wilsdorf (29) pointed out that small
prismatic dislocation loops were present near the irregularly arranged glide
dislocations in lightly deformed aluminum and nickel. For several reasons,
including the observation that the nature of these loops is the same as that of
quenched-in loops (39-41), it was concluded that point defect interactions with
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glide dislocations are responsible for the formation of the irregular and kinked
dislocations in fcc pure metals. Along an individual dislocation line many curva-
tures of very small radii can be observed which are too small to be in equilibrium
with the applied stress; i.e., dislocation lines are lying not in one slip plane
but contain many super jogs. The fact that tangles occur at a glide strain of
0.05 in crystals oriented for single glide is strong proof that the responsible
mechanism is based on point defect interactions and not on "forest cutting" (42-44).

Another unexpected dislocation phenomenon, discovered with the help of
diffract.on electron microscopy, is the presence of long, ndrrow dislocation loops
which form behind screw dislocations parallel to < 112>• . They were seen in
aluminum (4,c), magnesium oxide (46), in zinc (47), copper (48,49,50), and in
fatigued metals (48). In particular, the presence of these dislocation "dipoles"
is most frequent in stage I of the stress-strain curve of f.c.c. crystals deformed
at low temperatures (43,49,50). The reason that they are not seen at higher
deformations under conditions of multiple slip or at elevated temperatures pre-
su'.ably is two fold: (i) intersecting dislocations will break up the dipoles;
(ii) as shown by Price (47), the dipoles disintegrate into sequences of prismatic
loops at temperatures which permit conservative climb.

Electron diffraction microscopy is the only technique which enables one
to see the movement of dislocations. Hirsch, Horne, and Whelan (7) were the first
to observe moving dislocations in aluminum foils. In these experiments an increase
in intensity of the illuminating electron beam was used to induce the stresses
which moved the dislocations. Soon afterwards, small straining devices were built
for the deformation of thin foils in the electron microscope (51,52,53). This
technique made possible the direct observation of dislocation propagation, their
interactions with each other and with obstacles, cross-slip, pile-ups, dislocation
sources and fracture (54,55,56). Later experiments made use of ribbons grown by
vapor techniques and showed the formation of prismatic loops in the wake of glide
dislocation. Information on climb was obtained by following the motion of
R-dislocations (39) during the annealing of thin quenched aluminum foils in the
microscope (57). Even the formation of precipitates in an aluminum-copper alloy
and their dissolution at will by controllir.1 the temperature cycle was possible (58).
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Fig. 3 Etch pits marking the sites of dislocations in deformed a-brass
(Meakin and Wilsdorf (17,18)).
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Fig. 4 Ewald's construction of the conditions for the diffraction of
electrons in crystals. For explanation of symbols, see text.
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Fig. $ Column in crystal used for the calculation of diffraction contrast.
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Fig. 6 Path of electrons passing through the specimen, or being diffracted
into an angle larger than the objective aperture, forming the
intermediate image. Dislocation is indicated as dark line in
specimen.
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Fig. 7 Intensity profiles for dislocations wilth n = 1 (top) and
n 2 (bottom) (after Gevers (24)).

Fig. 8 Shift of the image of dislocations due to a change of s. 40000:1
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Fig. 9 Sketch illustrating that the image of a dislocation loop is lying
either "inside" or "outside" of the true location of the dislocation
loop. L.S. and R.S. indicate left and right-handed screw disloca-
tion respectively.

Fig. 10a Diffraction fringes due to changing thickness of specimen. 13000:1

10b Fringes due to bent specimen, named "extinction contour". 20000:1
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Fig. 11 Origin of diffraction fringes caused by a stacking fault.
(a) Spacing of fringes according to kinematical theory and
(b) due to the dynamical theory of electron diffraction

(after Howie and Whelan (24)).

Fig. 12 Diffraction fringes due to
(a) a stacking fault, 4000:1; and (b) a grain ox twin

boundary, )40000:1
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Fig. 13 Square-shaped dislocation loops in quenched and aged A1-0.5% Mg
specimen. 40000:l

Micrograph by courtesy of I. G. Greenfield

Fig. 14 "Punched-out" loops in molybdenum single crystal. 4DO00 :1
Micrograph by courtesy of H. Gaigher and A. Lawley
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THE OBSERVATION AND MEASUREMENT OF SUBSTRUCTURES IN CRYSTALS
BY X-RAY TECHNIQUES

by S. Weissmann
College of Engineering, Rutgers • The State University, New Brunswick, N. J.

1. INTRODUCTION

It is universa lly recognized that a great many properties of solids are sig-
nificantly affected by small changes in the perfect arrangement of atoms of which
the solid is composed. Such properties are said to be structure-sensitive. The
three most important classes of structure-sensitive properties of crystalline mat-
ter are mechanical, electric and magnetic. Thus the strength and plastic prop-
erties of metals and many other crystals, the phenomena of crystal growth and re-
crystallization, the diffuse properties, optical and dielectrical behavior of in-
sulating crystals, photoconductivity, luminescence and the coercive force are typ-
ical structure-sensitive properties. Generally, a relatively small number of lat-
tice defects exerts disproportionately large effects on these properties.

It is proposed to discuss in this paper various x-ray methods used for dis-
closing crystal imperfections and lattice inhomogeneities and to show how these
methods can be effectively linked to light and electron microscopic studies. For
it is tbe belief of this author that through the interplay of these methods a de-
tailed, quantitative elucidation of the defect structure can be achieved. Fur-
thermore, it is proposed to show briefly in the manner of an illustrated trave-
logue highlights of some applications of these methods to problems of scientific
and technological importance alike. Because of the limited scope of this paper
the reader will be referred to special publications if details concerning the
methods, applications and research results are dpsired.

2. X-RAY BACK-REFLECTION DIVERGENT BEAM METHOD AND STRAIN ANALYSIS

The divergent beam method is principally a precision method for the determin-
ation of lattice parameters and anisotropic lattice distortions of single crystals.
It yields also information with regard to local lattice misplignment and, if the
patterns are properly interpreted, one may even obtain a topographical mapping of
lattice misorientations in the crystal with a limiting resolution of about 31-41
of arc.

As practiced by the author the divergent beam method utilizes a horizontal cap-
illary x-ray tube designed by T. Iura (1). An electron beam originating from an
electron gun is focussed by means of electromagnetic lenses onto the tip of a long
capillary tube, where a thin metal foil is placed as an x-ray target. By operat-
ing the tube at a suitable voltage an x-ray beam with characteristic radiation
emerges from the tip of the x-ray tube, exhibiting a divergence of nearly 1800.
When this beam impinges on the test crystal which is placed at a distance of 1-3
am from the tip of the capillary tube, diffraction patterns of the characteristic

(1) T. Imura, Part I, II, III; J. Jap. Inst. of Metals, 16, 10 (1952); Naniwa univ.
Ser. A, 2, 51 (1954); Bull. Univ. of Osaka Prefecture, Ser. 1, 1, 1 (1957).
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spectrum in transmission as well as in the back-reflection region are obtained
(Fig. 1). These patterns are analogous to the well-known Kossel patterns, except
that in the case of the capillary x-ray tube the patterns are produced by an x-ray
source which is outside instead of inside the specimen. For want of a better name
these patterns were termed pseudo-Kossel patterns.

Of particular interest are the back-reflection patterns which can be obtained
with much greater ease than the transmission patterns. Only a few minutes' exposure
time is required. Figure 2 is a back-reflection pattern of an Al-3.85% Cu crystal
solution heat-treated and water-quenched. Each ellips6 corresponds to a definite
(hkl) set of planes. By measuring the long axis of the ellipses and the specimen-
to-film distance, the interatomic distance, d, of the various (hkl) planes can be
determined (1). In a new development a quartz crystal, a few microns thick, is
used as an internal calibrator. The quartz crystal is placed in front of the test
crystal and both patterns, that of quartz and that of the test crystal, are simul-
taneously recorded. Using the ao parameter of quartz as an internal standard the
d-spacings can be measured with a precision of +0.02%.

Hosokawa, Padawer and Weissmann (2) have recently developed an alternative
method achieving nearly the same degree of precision. In this method the pseudo-
Kossel patterns are recorded on the same film at different specimen-to-film dis-
tances and the diffraction angle 0 of the (hkl) reflection is directly determined
from the precisely known distances between consecutive film positions. Let/3 rep-
resent the dip angle, that is, the angle between the optical axis of the capillary
tube and the normal of the diffracting (hkl) planes, a=90-o, and let m and n be
the measured distances of the corresponding points on the elliptical pseudo-Kossel
patterns recorded at film positions a2 and al, respectively, as shown in Fig. 1,
where c = a 2 - al; then the following relationship holds:

m/c tan(a +9) (1)

n/c = tan(a -,6) (2)

From these two equations a and therefore 9 and d(hkl) can be determined di-
rectly.

Modifications of the interatomic spacings resulting from physical or chemical
processes can be well studied by the divergent beam method, and since individual
(hkl) reflections are being measured the anisotropic changes in structure can be
uniquely determined. For example, the (hkl) and (hil) reflections in a cubic struc-
ture give rise to two different ellipses and consequently if anisotropic changes
in structure occur the d-values of the two reflections may no longer be identical.
One may become larger and the other may indeed become smaller (Fig. 3). By measur-
ing the changes of lattice spacings, Ad, of more than six independent (hkl) re-
flections and referring them to the d values of the original state, strain values,

, are obtained which are used as the raw data for a recently developed strain
analysis (3). This analysis, carried out with the aid of a computer, gives the
strain distribution in terms of three principal strains, namely, the maximum strain

(2) N. Houokawa, G. Padawer and S. Weissmann, "Precision Measurements by the X-Ray
Back-Reflection Divergent Beam Method," (to be published).

(3) T. Imura, S. Weissmann and J. J. Slade, Jr., Acta Cryst. 1U, 786 (1962).
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C , , the intermediate strain E2 and the minimum strain E3. The magnitude and di-
rehtion of the principal strains define completely the strain ellipsoid and conseq-
uently the strains in any other desired direction can be computed.

2.1 Applications

A. Lattice Distortions in Age-Ha&eej1 Alloys

The strain analysis based on the back-reflection divergent beam method wee
applied to the study of age-hardening of an Al-3.85% Cu alloy (3). Various modes
of quenching and various stages of age-hardening were investigated. The results
of the analysis are given in Table I. The maximum strain corresponding to the
ageing stage associated with the formation of the Guinier-Preston zones coincided
with one of the E1007 directions and shifted about 200 when the 0' phase was pre-
dominant. The anisotropy of strain distribution was interpreted in terms of a pre-
ferred vacancy migration due to thermal and concentration gradients introduced by
quenching.

B. Lattice Defects Induced by Neutron Irradiation

Another interesting application of the method was the determination of the
strain distribution in thin quartz crystals induced by fast neutron irradiation(4).
Major strain differences were found between crystals cut parallel to the basal
(00.1) plane (z-cut) and those cut perpendicular to it (x-cut) (Table II). The
x-ray results were interpreted in terms of a mechanism of dynamic crowdions involv-
ing the formation of clusters of interstitial atoms aligned in specific directions
relative to the open screw channels of the quartz structure, and in terms of a
thermal spike mechanism giving rise to cluster formation. It was indeed gratifying
when subsequent studies of transmission electron microscopy, carried out on the
identical specimens after appropriate thinning by etching, disclosed directly the
existence of clusters of point defects. Furthermore, it was found that the align-
ment of the clusters as determined by means of selected area diffraction coincided
with the maximum strain direction deduced from the x-ray study (Fig. 4). Good
agreement was also found between the average size of defect clusters determined by
transmission electron microscopy and that determined by small-angle x-ray scatter-
ing (Table III). This study may serve as a good example for illustrating the in-
terplay of x-ray and electron microscopy techniques, which are not competitive but
complementary to each other.

C. Plastic Deformation of Solids

Local misorientations of lattice domains show up as discontinuities in the
pseudo-Kossel line pattern. Such discontinuitied, indicated by arrows, were made
more conspicuous in Fig. 5 by employing a multiple exposure technique in which the
specimen-to-film distance was slightly varied between exposures. Whereas ductile
metals such as f. o. o. aluminum or b. c. c. tantalum deform at room temperature on
many slip systems and therefore exhibit broadening and discontinuities for prac-
tically all elliptical lines, brittle metals, vis. molybdenum, deform essentially
on few or only on a single slip system and therefore show broadening and discon-

(4)S. Welasmann, T. Imura, K. Nakajima and S. E. Wisnewski, "Lattice Defects of
Quarts Induced by Fast Neutron Irradiation* (to be published in Proc. of Sympo-
sium on Point Defects, Kyoto, 1962, J. Phys. Soc. Japan).

77



a H4OO r4 0 00rH

H C? 0 0
0 O-r O4

4.

4- o H H 0 -4 H

01 000 0 00

0 0 0 -

I N m
(4.4

100- 4^C" O00

0
0 ~ ~ _ __

0- vi :0

o 0 H --o
4- H~- 00 411~

"3I gooq~ 0 000 000

m go

PL4 OH (C'- O
Q0 00

0 00 iN
= 0 ;9

E-000 000 0
ISI W4 0q

.78



04 A 4NIH M O f 0"64 N4

M INk..- 40 M 1.E-4 IN

93 C 1 )I vt

V) r- M C4 r40 P0 r- Vom 0 0r-

A*IMei4 0*3 (64* 0 .4d0 i

"4 ;P4 WN

a ct

r. 0 -.
0 I. -4N 00.S4P 0.4 N M

19 - V

'.4 A9m

a a .1 o .

I.

P6 %

_ 1111111

I -~ ~ '79



0 W4 10.40 N 10 4'

34 to

8 as

0000 0
4).2

0.

E43

o 2

0 04 000006

44)

a-4-

HO 0

goI 0 ~

0 0 .4 0
q.4 q cv0' 0 1

00

80



tinuities for only a few (hkl) reflections, leaving the other (hkl) reflections
vrirtually unaffected. This opens up an exciting possibility of studying the change
in strain distribution during the ductile-brittle transition of a metal. Such
studies are currently in progress. For initial stages of deformation of metals the
3train distribution on all active slip planes can be determined froca the principal
strains and the increase or decline of strain can be followed as a function of
leformation. The strain distribution measurements of this type are made possible
either because of an effective build-up of strains taking place at the specimen
surface, where dislocations are being prevented from escaping presumably by bar-
riers of oxide layers, or because of the existence of residual strains resulting
from the deformation process.

If a binary alloy foil is used as x-ray target the pseudo-Kossel pattern will
consist of two sets of lines corresponding to the target material. Consequently,
precision lattice parameter measurements can then be carried out not only as a
function of wavelength but also as a function of depth penetration. It is also
possible to extend the divergent beam method further by carrying out microphoto-
metric measurements of the line profiles followed by a Fourier transform analysis
in order to determine particle size and average local strain (5). Such studies are
also currently in progress.

3. COMBINATION OF X-RAY DOUBLE-CRISTAL DIFFRACTOMETER AMD
X-RAY DIFFRACTION MICROSCOPY

The double-crystal diffractometer is a precision instrument capable of resolving
lattice misorientations of a few seconds of arc. It is, therefore, very well suited
for the study of the misfit angle of adjacent subgrains and its modifications in-
duced by mechanical stress or annealing.

In this instrument the incident beam falling on the test crystal is first re-
flected from a monochromatizing crystal and the beam reflected by the rotating test
crystal is registered by an electronic radiation detector. Perfect test crystals
will reflect over a very narrow range of specimen rotation, while imperfect crystals
having a wider spread of lattice misorientation will reflect over an extended range.
In the case of crystals possessing subgrains which are brought successively into
reflecting position, the reflection curve will exhibit multiple peaks instead of a
single peak (6). Such a reflection curve is illustrated in Fig. 6, where the angu-
lar separation of •30' between peaks 3 and 9 defines the misfit angle between two
adjacent coarse subgrains. It is interesting to note that in this specific case
the misorientation of the coarse subgrains is not large enough to be resolved by
conventional x-ray techniques. Thus the back-reflection Laus diagram of this
crystal exhibits no visible break-up of the spots.

The most characteristic and useful feature of the double-crystal diffractometer
method as employed in this laboratory is the combination of electronic radiation
detector and supplementary film technique (6). Although the' radiation detector is
highly sensitive in registering slight variations in x-ray intensities, it is in-
sensitive in discriminating between the location of different lattice domains on
the specimen surface which contribute to a registered intenoity value. A film

(5)B. Z. Warren, Progress intal Physics, 8, Ch. 3, 147 Pergamon Press (1959).
(6)J. Intrater and S. Weissmann, Acta Cryst. -, 729 (19541.
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placed in front of the radiation detector, however, functions as a T guiding eye" to
the counter and pins down the location of the reflecting lattice domains which give
rise to a specific registered intensity value.

The analysis of the reflection curve of Fig. 6 by means of the supplementary
'film technique is shown in Fig. 7. This figure exhibits the reflection images of
the magnesium crystal recorded photographically in front of the radiation detector
at discrete rotation positions of the specimen. The corresponding positions are
indicated by numbers. The break-up of the reflection images discloses the exist-
ence of microscopic subgrains of which the coarse subgrains are composed. By trac-
ing the reflection images to the specimen surface photographically a topographical
mapping of the substructure can be achieved by x-ray diffraction microscopy and
correlated to the quantitative analysis of the double-crystal diffractometer method,
(6, 7, 8).

The topographical mapping of lattice inhomogeneities by x-ray diffraction mi-
croscopy was first suggested by Berg (9) and later extended by Barrett (10). It is
based upon differences in diffracting power from point to point in the specimen to
produce contrast and to enhance the topographical detail of the image. In imper-
fect crystals image intensification is obtained by diffraction from adjacent lat-
tice domains which are curved or misaligned in a concave manner, while diffraction
from lattice domains curved or misaligned in a convex manner will give rise to a
dispersion of the diffracted beam. In the former case the image will be darker,
whereas in the latter case it will be lighter than the background.

Figure 9 shows the instrument with the aid of which the analysis of the mag-
nesium crystal (Figs. 6, 7) was carried out. Not only single crystals but also
polycrystalline materials can be analyzed by the combination method. By means of
the movable upper platform, which can be rotated around an axis coincident with
that of the monochromatizing first crystal, the test specimen can be irradiated suc-
cessively with unfiltered and crystal-monochromatized radiation (8). In the case
of a polycrystalline specimen this technique permits one to trace the reflection
curves to the corresponding grains on the specimen surface and to analyze these
grains for their substructure characteristics (8).

Depending on the perfection of the grains, the specimen is rotated in angular
intervals of seconds or minutes of arc and the spot reflections of the grains, re-
corded for each discrete specimen rotation, are separated by film shifts. This
m•ltiple exposure technique gives rise to an array of spots for each reflecting
grain. Since each grain may be regarded as the test crystal of a double-crystal
diffractometer, the array of spots is analogous to the reflection (rocking) curve
of a single crystal and can be analyzed in a similar manner. Thus, if the grains
contain a substructure the intensity distribution of the array of spots shown in
Fig. 8 will be multi-peaked in complete analogy to the reflection curves obtained
from single crystals containing substructure. In the case of single crystals indi-

(7) S. Weissmann, J. Appl. Phys., 92, 389 (1956).
(8) S. Weissmann, Trans. Am. Soc. for Metals, 52, 599 (1960).
(9) W. Berg, Naturwissenschaften 89, 286 (1934).
(10) C. S. Barrett, Trans. Am. Inst. Min. and Metall. Engrs. la, 15 (1945).
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vidual subgrain boundaries can even be analyzed if an exposure superposition tech-

nique is used (ii).

3.1 Applications

A. Substructure and Dislocation Networks in Tungsten (II)

The existence of three orders of magnitude of subgrains was disclosed in a
single crystal of tungsten produced by the arc fusion method. Two orders of sub-
grains, namely, the macrosc- Ic and microscopic subgrains--also termed first and
second order subgrains--are shown in the reflection micrograph of Fig. 10. This
micrograph was taken with unfiltered copper radiation using a microfocussing tube
with an effective focal spot size of 401.. Both the specimen as well as the fine-
grained photographic plate, placed 1 mm from the specimen, were oscillated over a
range of i°vl of arc. Applying the exposure superposition technique shown in
Fig. 11, which consists of the successive application of unfiltered and crystal-
monochromatized radiation, the individual sub-boundaries such as those separating
the macroscopic subgrairs A and B were directly analyzed. The reflection curve
taken with crystal-monochromatized radiation, shown in Fig. 12, consists of two
major peaks, one pertaining to subgrain A and the other to subgrain B. Since the
sub-boundary was so oriented that it coincided with the specimen rotation axis, the
peak-to-peak separation of 16.5' yielded directly the disorientation angle between
the subgrains. From this angle the dislocation density in the sub-boundary was
computed to be 8.8 x 105 per cm2. By employing the supplementary film technique at
the rotation positions indicated by numbers in Fig. 12, the microscopic subgrains,
marked by the small letters a-4f in the corresponding metallograph of Fig. lla,
were analyzed. The disorientation angle of the microscopic subgrains ranged from
1'-4' of 6arc and the dislocation density in the sub-boundaries from 7.7 x 105 to
2.2 x 10 per cm2 . The smallest subgrains (third order), about 10,.4 in size, were
directly disclosed by transmission electron microscopy after the specimen was ap-
propriately thinned by electropolishing. 6 The average dislocation density in the
sub-boundaries turned out to be 1.8 x 10 per cm (11).

B. Mechanical and Thermal Stability of Low-Angle Boundaries (12)

The mechanical and thermal stability of low-angle boundaries in zinc single
crystals were studied by methods combining light microscopy with the x-ray combin-
ation method described above. The modifications of the x-ray reflection curves
during isothermal annealing were studied by means )f a special timing device at-
tached to the reversible motor which controls the rotation of the precision goniom-
eter head holding the test specimen. The time intervals for reversible specimen ro-
tation were controlled by an interchangeable cam system. Consequently, the entire
reflection curve or portions of the reflection curve could be repeated as desired
during isothermal annealing and the modifications in the x-ray profile could be
studied as a function of annealing time. Thus, if no detectable change in substruc-
ture occurred, the consecutive curves obtained as a function of annealing time ap-
peared as perfect mirror images of each other, since by means of the reversible
motor the direction of the specimen rotation was reversed. Conversely, if changes
in the substructure occurred the consecutive rocking curves exhibited corresponding
modifications in shape. For the annealing of the specimens, which was carried out

(11) Y. Nakayama, S. Weissmann and T. Imura, Direct Observations of Imperfections
n Cag e p. 573, Interacience Publ., div. of John Wiley & Sons, New York,1962.

(12) S. Weissuann, M. Hirabayashi and H. Fu ita, J. Appl. Phys. 2, 1156 (1961).
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on the x-ray unit without removal of the specimen, an elliptical reflector lamp was
used.

It was found that low-angle boundaries perpendicular to the basal plane did
not offer any appreciable resistance to a shearing force parallel to the basal plane
if they were pure tilt boundaries, but constituted substantial barriers if they
were asymmetrical, that is, made up of screw and edge dislocations. If the external
force exceeded a critical value these asymnetrical, low-angle boundaries became
sites wheo2e fracture occurred. The strengthening effect of the asymmetrical low-
angle boundaries was attributed to the effective stress field of the screw disloca-
tions, which were mechanically stabilized by the edge dislocations. The stress
field of the screw dislocations was also responsible for the thermal instability
of the asymmetrical low-angle boundaries, which on annealing were gradually con-
verted into pure tilt boundaries. A coarse substructure established after anneal-
ing was thermally very stable. On solidification after partial melting of the
crystal, the coarse substructure was re-established, whereas the fine substructure
was entirely modified (12).

C. Structural Chane Associted with Recrystallization
and Grain Growth (13)

Growth processes of 99.998% aluminum were studied by the combination method
discussed in section 3. The recrystallized grains were shown to be the product of
preferential subgrain growth whereby subgrains subtending large disorientation
angles with respect to their neighbors exhibited the highest velocity of growth.
The recrystallized grains emerging from the deformed matrix showed at first a high
degree of lattice perfection. However, as growth proceeded lattice imperfections
were incorporated into the growing grain and the lattice misorientation of the grain
increased. These lattice imperfections arose either from grain impingement and
adaptation to orientation differences which might have existed between the growing
grain and the grain being consumed, or they might have been generated by overcom-
ing barriers such as impurity-locked dislocations. The recrystallized grains ex-
hibited occasionally a fine net of sub-boundaries which usually emanated from the
advancing interface. In any case, the lattice defects were not survivals of de-
fects introduced during the deformation process but were by-products of the growth
process. However, owing to the large volume increase of the growing grain the
number of dislocations per unit volume, that is to say, the dislocation density,
steadily declined.

4. DIRECT OBSERVATION OF LATTICE DEFECTS IN CRYSTALS
OF LOW DISLOCATION DENSITY BY X-RAY DIFFRACTION MICROSCOPY

In crystals of low dislocation density the direct observation of lattice de-
fects by x-ray diffraction microscopy can be achieved in two different ways. One
method is based on the effect of primary extinction contrast, while the other is
based on the anomalous transmission effect of the x-ray beam.

4.1 X-Ray Diffraction Microscopy Based on Extinction Contrast

In highly perfect crystals contrast is governed by the effect of primary ex-
tinction. If a perfect crystal is set in reflecting position the energy of the

(13) S. Weissmann, Trans. ASM 51, 265 (1961).
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incident, primary beam gets rapidly extinguished as the beam passes through the
crystal, because the energy diverted into the secondary or reflected beam interacts
intimately with the primary beam. One can see in a general way how this diminution
may come about. The wave reflected by each crystal plane suffers a phase change of
7[/2 relative to that of the primary beam, so that the twice-reflected waves which
again travel in the direction of the primary waves will have a phase difference of
7frelative to the primary waves. This phase difference results in a reduction of
the amplitude of the primary beam. In a perfect crystal the definite phase rela-
tionship set up between the incident, the reflected and multiple-reflected waves
leads to a constant interchange of energy between the primary and diffracted beams.
The process results in a dynamic equilibrium which extinguishes the primary beam
after penetrating to a depth of O.I1Ato I0- for strong reflections and a larger
distance for weaker reflections.

If a crystal contains a few dislocations the rupture of coherence in the per-
fect periodicity of the reflecting planes as well as the lattice strains associated
with the dislocation lines decrease the primary extinction effect. The diffracted
image of a lattice domain will, therefore, be enhanced in the vicinity of a dis-
location line and this is the underlying reason why in nearly perfect crystals the
dislocations can be made visible by x-ray diffraction microscopy.

The contrast, thet is, the intensity above background ID will depend on the
direction of the lattice strain (Burgers vector b in the case of a dislocation) rel-
ative to the orientation of the reflecting (hkl) planes. The relation is given by

ID = k(g . b) (1)

where j= reciprocal lattice vector
displacement or strain vector (Burgers vector in case of a dislocation)

k = constant.

It will be seen that maximum contrast is achieved if the lattice strain is
normal to the reflecting (hkl) planes and will be zero if it is parallel to them.

By applying the Berg-Barrett reflection method t crystals of LiF Newkirk (14)
has successfully shown on the basis of extinction contrast individual dislocation
lines and fine details of dislocation networks.

A refined variation of the Berg-Barrett method, the projection topography
method of Lang, has found interesting application for the study of the dislocation
structure in semiconducting crystals (15, 16, 17). The basic principle of this
method is shown in Fig. 13. A collimated x-ray beam a impinges on a crystal ],
which is so oriented and of such thickness as to permit the Bragg-reflected beam
to pass in transmission. The diffracted beam is recorded on a fine-grained film a,

(14) J. B. Newkirk, Trans. Am.Inst. Min. & Metall. Engrs., =, 483 (1959).
(15) A. R. Lang, J. Appl. Phys. 92t 527 (1958); 30, 1748 (1959).
(16) A. E. Jenkison and A. R. Lang, Direct Observation of Imnerfections in Crystals,

p. 471, Interscience Publ., div. John Wiley & Sons, New York (1962).
(17) G. H. Schwuttke, Direct Observation of Imperfections in Crystals, p. 497, In-

terecience Publ., div. John Wiley & Sons, New York (1962).
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placed close to the crystal. Since the image of the specimen is larger than the
width of the interposed slit, the specimen is moved synchronously with the film. A
stationary screen I is provided which prevents the direct beam from striking the
film.

Figure 14 shows a Lang camera commercially produced by the Rigaku-Denki Co.
which is so designed that its greatest effectiveness is achieved when attached to
a microfocussing x-ray source, preferably 10A4 in size. Figure 15 illustrates an
x-ray diffraction topograph of a silicon crystal produced by a Lang camera, dis-
closing clearly the pattern of the dislocation structure of the crystal.

X-ray topography is not only applicable to disclosure of the dislocation struc-
ture of crystals but is also capable of revealing segregation effects such as oxy-
gen banding in silicon crystals (17). If the crystals to e analyzed contain, how-
ever, a large dislocation density, viz. larger than 10°/cm , or a large density of
impurities, the x-ray topographs become so complicated that no unequivocal inter-
pretation can be rendered and their usefulness becomes greatly reduced.

4.2 X-Ray Diffraction Microscopy Based on Anomalous Transmission Effects

An extensive review article on the anomalous transmission of x-rays has been
published by Borrmann (18). The essential principles of this effect will be briefly
outlined here. Anomalous transmission occurs only in nearly perfect crystals and
consists of enhanced transmission of the direct beam if the crystal is held in dif-
fracting position. When the crystal is rotated to any non-diffracting position
the intensity of the transmitted direct beam is considerably reduced. This effect
was discovered by Borrmann (19) and subsequently explained by Von Laue (20).

If a plane monochromatic x-ray wave enters a perfect crystal set for diffrac-
tion position, two standing waves are generated. The flow of energy takes place
principally along the lattice planes and the direction of the standing waves is
perpendicular to the flow direction. Taking the case of a simple lattice, one of
these standing waves (A) may have its nodal planes coincide with the position of a
family of (hkl) planes, while the other standing wave (N) has its nodes halfway
between. If the crystal is assumed to consist of point absorbers taking the place
of real atoms, the N wave will rapidly be absorbed due to its interactions with the
point absorbers, while the A wave is transmitted with undiminished intensity through
the crystal. Upon leaving the crystal the A wave splits into two equal components,
namely, the transmitted beam Ro and the diffracted beam R (Figs. 16 and 17).

In the case of a real crystal consisting of scattering atoms whose scattering
factor is known, the A wave has a finite absorption coefficient. The intensity of
the x-ray beam emerging from the crystal will depend greatly on crystal perfection.
Lattice defects destroying the periodicity of the crystal will reduce the intensitr
of the A wave, since the critical conditions necessary for the Borrmann 'anoalTous)
transmission are being destroyed and normal absorption will then occur. Figure 16
shows schematically a simple experimental arrangement used by Schwuttke (21) to oh-

(18) G. Borrmann, Beitraege zur Physik und Che.ie des 20 Jahrhunderts, edit. by
Frisch, Paneth, Laves and Rosbaud, p. 262, Vieweg. Braunschweig, (1959).

(19) G. Borrmann, Z. Physik 4A, 157 (1941); ibid. 127, 297 (1950).
(20) M. Von Laue, Acta Cryst. 2, 106 (1949).
(21) G. H. Schwuttke, J. Appl. Phys. 1j, 2760 (1962).
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tain anomalous transmission topographs of the dislocation structure of semiconduct-
ing crystals such as those shown in Fi. 17. In this picture the R and Ro images
are completely identical, as expected from the theory of anomalous transmission.
The dislocation lines are clearly visible as shadows because the anomalous trans-
mitted wave field is not propagated in the strain field associated with the dis-
locations.

Segregation and precipitation of copper in silicon and arsenic in highly doped
germanium crystals could also be disclosed by this method (21).

4.3 Comparison of Extinction and Anomalous Transmission Methods

The results obtained by the two methods are virtually identical. While both
methods are restricted to the study of lattice 'defects of nearly perfect crystals,
the conditions of obtaining maximum contrast of the image differ greatly. For best
contrast the anomalous transmission method requires that the product of /< x t - 20,
while for the extinction method A/ x t ' 1, whereag is the linear mass absorption
coefficient and t (cm) is the thickness of the specimen. As a direct consequence
of this condition soft radiation, viz. copper or cobalt, is used for the anomalous
transmission method and penetrating radiation, viz. silver or molybdenum, for the
extinction method if applied in transmission (Lang method).

The contrast images of lattice defects differ also in both methods. In the
anomalous transmission method defects show up by absorption contrast, whereas in
the extinction method the contrast is produced by enhancement of the transmitted
intensity. If equal areas are recorded, the scanning extinction method requires
approximately one half the exposure time necessary for the stationary anomalous
transmission method (21).

5. DETERMINATION OF SUBSTRUCTURE CHARACTERISTICS BY IMAGE TRACING

A method has been recently developed by Weissmann, Gorman and Zwell (22) by
which the substructure characteristics and dislocation densities of crystalline
materials can be rapidly determined. The method is based on spatial tracing of re-
flection images and their extrapolation onto the specimen surface, using the method
of least squares.

If a Bragg reflection is photographically recorded at increasing specimen-to-
film distance, the parametric equations of the reflected ray are given by

x = Xo + Axh (1)
Y Yo +/3yh

where (xo, yo), (x, y) are the coordinates of the reflection images on the crystal
surface and on the film, respectively, h is the specimen-to-film distance and (/ 3 x,
-y) are the slope parameters. From measurements of the coordinates x1 , yi cor-
responding to the distances hi, the xo, yo coordinates on the specimen surface are
determined by the method of least squares, using the equations (22)

(22) S. Weissmann, L. A. Gorman and L. Zwell, J. Appl. Phys. U, 3131 (1962).
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= __ZhU2, _- LZbA
x 0 n ' h 2 _ ( L -h ) ' ( 2 )

= yZh2 - £hZ hy
nloh2 _ (-h)2

SWL1arly, the slope parameters are determined by the method of least squares
from the expressions

nh (h)

(3)n X=nhy, - r7-hb~
n7-h2 - (Sh)2

Referring to Fig. 18, the size of the images is measured in terms of Ay and
,6x for various values of h, and the dimensions on the specimen, Axo and 6 yo, are
determined by the application of Eq. (2).

If a parallel, crystal-monochromatized radiation is used the change of the size
parameters Ay and Ax for various h values gives information about the vertical
lattice misalignment, A v, and the horizontal lattice misalignment 46x. These
can be computed with the aid of Eq. (3).

The disorientation angle between subgrains can be computed from the measure-
ments of the vertical separation, At, and the horizontal separation, Ans, of the
images as a function of h and substituting these values in Eq. (3).

For this method the requirements of instrumentation are reduced to a minimum.
Its application should be within the reach of any laboratory having standard dif-
fraction equipment.
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Fig. 4--Transmision electron micrograph of z-cut quartz crystal irradiated
I x i0 nvt. (a) Bright field. (b) Dark field. (c) Selected area dif-
fraction. Dark field taken from (10.0) reflection.

(a) (b)

Fig. 5--Back-reflection x-ray divergent beam photographs of Mo crystal, a) Unde-
formed. b) Deformed 5.8% at room temperature. Note: Irradiation of ad-
jacent lattice domains by multiple exposure technique. Distorted lattice
domains indicated by arrows.
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Fig. S--Detailed view of (422) reflection of multiple-exposure diagram exhibiting
multi-modal intensity distribution curves typical of sabgrain structure.
Al 99.95% pure, 96% reduced and annealed 1 hour at 300 C. Specimen ro-
tation interval 4'.
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Fig. 10-X-ray oscillation reflection micrograph of tungsten single crystal grown
by arc fusion. Effective focal spot site 40,. Disclosure of macro-
scopic and microscopic substructure. Magnification 40 x.
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(b A..a)

Fig. 13-Principle of Lang's x-ray projection topography. (a) Collimated x-ray
beasm. (b) Crystal. (c) Film. (d) Stationary screen.

q0 0

Fig. 14--Cowmercial Lang camera for x-ray diffraction topography (courtesy of

Rigaku-Denki Co.).
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Fig. 15-X-ray diffraction topograph of silicon (220 reflection). Growth axis (113W
(courtesy of G. H. Schwuttke). The dislocation density at A is approd -

zmtely 1OG line.4Vn=. Alignment of edge dislocations at D. Long disloca-
tion lines with maximum contrast at C. The short lines at D have 600
Burgers vector lying in the plane perpendicular to (110).
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Flig. 1g--Schematic representation of spatial image tracing showing dependence of
imege size and senaration on substructure characteristics.
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Discussion of Paper by S. Weissmann

The Observation and Measurement of Substructures
In Crystals by X-Ray Techni4ues

by

W. P. Evans

Research Department
Caterpillar Tractor Company, Peoria, Illinois

and
J. B. Cohen

Deparcment of Materials Science
The Technological Institute

Northwestern University
Evanston, Illinois

We would like to point out that another x-ray technique, the Fourier

analysis of shapes of diffraction peaks, is useful in characterizing substructures.

This method was originally proposed by Warren and AverbachI and was recently
2

reviewed by Warren #One obtains from the coefficients of a Fourier series

representing a peak the mosaic size (D eff) hki> determined by substructure

and fault density, and the rms strains <(& x 12< averaged over various
xA >< hk-P, >avrgdoevriu

distances (XA) normal to the diffracting planes, i. e., in specific crystallographic

directions. Additional information concerning faulting and long-range strains
2, 3

can also be obtained from peak positions and peak asymmetry . The informa-

tion obtained is averaged over the area under the x-ray beam and thus good

statistical data is obtained to relate to properties which do not depend on a local

state of imperfection (such as in a failure or in recrystallization). In addition

to being non-destructive and not very restrictive as to sample geometry, it is

also especially helpful after moderate deformation, in which case present resolu-

tion with the electron microscope is not adequate. In fact, we have even found it

useful after only a few percent elongation in tension of fine grained materials.

Apparently the method has not been used extensively because of the work involved

in obtaining the Fourier coefficients. However, this can be done quickly and
4

cheaply with computers ; in fact it is possible to feed the x-ray data directly to
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punched cards or tape, or to use a chart reading device with the computer and

hence to eliminate almost all the time for analysis.

Two recent theoretical investigations have shown the nature of some of the
5, 6

errors in the analysis and how to simply correct for these

In order to demonstrate the usefulness of the method, we wish to briefly

present two examples:

1) Relationships between the substructure and properties of electro-

deposits are not at all clear, for example, it is known that macro-
7

residual stresses and hardness do not correlate well . In Table I

data is presented concerning the effect of potassium ethyl xanthate

(KEX) additions on the substructure of Ag electrodeposits, as deter-

mined by the Fourier technique, and some of the properties of the
8

deposit . These results clearly iltustrate that in this case the mosaic

size and twin fault probability (p) control the hardness but are not

important in determining the residual stresses, especially after large

additions of KEX.

2) The fatigue life of steels seems to increase and pass through a
9

maximum with increasing hardness . It is also known that in-

troducing surface compressive stresses, for example by peening,

will improve fatigue life 10. In Table II, some x-ray data on a 1045

steel is presented for two heat treatments and for the effects of
11

peening At low hardness levels, peening affects both the long-

range residual stresses and the substructure (mosaic size and

microstrains) whereas at a high hardness level, only the long-range

stresses are strongly affected. This data suggests that in low

hardness steels, the substructure is important in retarding ductile

fracture. However, this substructure also lowers cleavage strength

or raises the flow stress above the cleavage strength; hence as

hardness increases cleavage fracture becomes more important,

resulting in the maximum in fatigue life. The role of long-range

compressive residual stresses at high hardness is then to
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retard clevage fracture.

It is also worth pointing out that with polycrystalline b. c. c. metals and

alloys (such as low carbom steel) the diffraction pattern contains a third order of

one peak, the 440, which does not overlap with any other peak. (This does not

occur with polycrystalline f. c. c. materials.) As a result of this, enough data is

available in the diffraction pattern to obtain the actual strain distribution without

assumptions and thus to see how the distribution is affected by treatment. The

results can be compared with distributions arrived at from theoretical considera-

tions. For example, if the strain distribution is thought to be Gaussian, the

standard deviation (c") is simply related to the microstrain and the long-range

residual strains:
2 2 _<>

<1 < hk> atXA xA <hkt,> <hki>

where <6> < hk8 > is obtained from peak shifts.

Thus it is possible to calculate the Gaussian distribution from some of the

Fourier data and to compare it to the actual distribution determined from the

Fourier analysis, and perhaps with electron microscopy as well, to understand

why and how the distribution is affected.

Finally, we would like to point out that electron microscopy could be

especially useful in establishing the exact meaning of the mosaic size determined

by x-ray diffraction. Some work along these lines has been done12 but much more

is needed.
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TABLE I

STRUCTURE AND PROPERTIES OF
SILVER ELECTRODEPOSIT*

Conc. KEX 0.00 0.34 0.84 1.9 3.5
mg/1

< 0 E2 />Z 1.4x10"3 1.7 1.4 1.7 1.8

250.> 1/1 1 >-3

< 1 0A> <200> .9 1.6 1.7 1.75 -

Surface Stress (in psi) + 3750 1250 10,750 11,900 9,000
error: + 2560 psi

VHN 92 103 95 1il 116
error- + 7 pct.

0.001 0.011 0.005 0.015 -

Deft <111> 560A 250 340 150 170

Deff < ZOO > 260A 140 180 85 -

Df < ?0> + 4000A 370 820 280 -

Plating 751 85% 761 857 89%
Efficiency

2* Plating Conditions: 1. 4N KCN + 0. 4N KCN, 10 ma/cm
room temperature.

+ Calculated contribution of ý to Deff
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TABLE II

EFFECTS OF PEENING ON THE SUBSTRUCTURE
AND PROPERTIES OF SAE 1045 STEEL

Not Peened Peened*

RC-- 21 RC - 50 RC - Z1 RC- 50

24A 1/2 4510-3 1.7x- 8 x10 llxl0-3
4A <110>

<Deff ><110> 1900A 315A 42OA 260A

<• >
av. 220 0. 2x10 3  -0. 5xlO 0. 9x0 3  1.3x10 3

peak shift

<& > sine 0. 2xl0-3 0.4x10-3 -. Ixl0-3 1. 6x10-3
av coeff. 220

Surface residualmracr- sressesl -15,000psi - IZ00psi -67,000psi -95,000psimacro- stressesI

*Peened to 0. 010 A-2 intensity
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Excperiments on Substructure in Iron

by

G. V. Smith, P. M Kranzlein and M S Burton
Cornell University

ABSTRACT

The development of substructure by recovery annealing in several high
purity irons and in an iron 3.5r'. chromium alloy was studied by optical metal-
lography. The subgrain size was found to be essentially independent of
tensile prestrain within the range of 5 to 30rý strain, and no appreciable
growth occurred until. annealing temperatures causing partial recrystallization
were reached. The subgrain size for the several irons was approximately
1 to 2 microns and that of the iron-chromium alloy slightly less In partially
recrystallized material., subgrain growth was -•bserved in the unrecrystal2ized
matrix.

Initial flow strength was evaluated in a zone-refined iron and in the
same iron after treatment in pure wet hydrogen, as dependent on prestrain, and
recovery annealing temperature For the zone-refined iron, the yield strength
after annealing at intermediate temperature was significantly higher than the
prestrain stress, whereas the hydrogen-purified iron showed a lower yield
stress for similar treatment Hence, it is concluded that the strengthening
cf the zone-refined iron is to be attributed to interstitial -substructure
interaction rather than to substructure as has been suggested by some earlier
work reported in the literature.

The effect of grain size on flow strength was also studied, with results
showing that interstitial-grain boundary interaction contributes importantly
to the strength of iron.

Introduction

Considerable interest has developed in recent years in the possible
influence of substructure on flow and fracture of metals Parker and
Washburn1 found that by straining mild steel from 4 to 8ý. and annealing at
temperatures of 42', to 6900C, the ultimate strength was increased to above
that of the cold worked material. In some cases the recovered lower yield
strength was greater than the prestrain stress, and in others it was less
The recovered yield strength was always greater than the .nitial yield point
These effects were attributed to a strengthening influence of substructure
boundaries introduced during annealing and this conclusion has been widely
accepted (see for example Ref. 2). However, when the evidence supporting
this view is carefully examined, it is not clear that the data are free .rýf
question. Thus, it may be asked whether the results of Parker and Washburn
have been influenced by quench-aging or strain-aging phenomena.
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Since Parker and Washburn's early work, others have examined the
possible role of substructures, with somewhat controversial conclusions.
Washburn3 introduced dislocation arrays into zinc crystals, and observed
that the strengthening effect depended upon the temperature of annealing
of the specimen containing such boundaries. A pair of 1° boundaries intro-
duced by bending at the temperature of liquid nitrogen caused no strengthening
if the crystal was heated only to room temperature, only a small strengthening
on heating to 3000C, but considerable increase of yield stress (up to 50%) on
heating to 4000 C. Li4 concluded from theoretical considerations that
polygonized edge dislocation walls should not significantly increase flow
strength. Meakin and Wilsdorf` experimentally observed that although sub-
boundaries in single crystals of alpha brass occasionally offered definite
impedance to the motion of gliding dislocations, this was not generally true.
MichalakO, in studies of hydrogen purified, zone-refined iron observed a
continuous decrease in strength on annealing plastically strained samples in
the recovery range. However, no substructure was detected.

In view of the confused evidence, further experimental study seemed
desirable, and consequently the present study was made. In order to assess
the results of past or current studles, it is desirable to attempt to establish
what might properly be accepted as evidence of a strengthening role for sub-
structure. Certainly, the introduction of additional dislocations and
vacancies during deformation at temperatures below the recovery range leads to
strengthening (strain-hardening), and until the density of these defects is
lowered to the original level, by an annealing process designed to develop
substructures, it is reasonable to expect residual strengthening, even when
the defects are rearranged into small angle boundaries. Thus the exact role
of substructure is difficult to assess. However, if the rearrangement into
small angle boundaries leads to an increase of flow strength beyond that of
the as-strained material, as some investigators have claimed (for example,
Parker and Washburnl), then a strengthening effect of substructure cannot be
questioned, unless an alternative source of strengthening can be suggested.
In the case of iron, interstitial impurity atom-dislocation interaction8 is
an alternative strengthening mechanism.

EXPERDMTAL PROCEDURE

A conventional method of introducing substructure into metals involves
plastic straining followed by annealing below the recrystallization tempera-
ture range. Thg development of substructure in iron has recently been
reviewed by Keh7, who also reported additional experimental results using
electron transmission microscopy. A cell-like structure, comprised of tangled
dislocations, forms in iron plastically strained at room temperature. Anneal-
ing at temperatures above 4000C resulted in the formation of regular dislocation
networks and a decrease in dislocation density. There was no significant
subgrain growth during recovery at temperatures below that necessary to initiate
recrystallization.

For most of the present investigation, the base material was a zone-refined
iron which was obtained from Battelle Memorial Institute, where it had been
prepared under the auspices of the American Iron and Steel Institute. This
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material received six passes in an alumina boat. The chemical analysis of
this material is reported in Table I. However, preliminary experiments to
characterize the dependence of substructure on prestrain, time and tempera-
ture were made with a vacuum-melted and cast electrolytic iron' and a
similarly processed iron-3.56ý chromium alloy. Since our early studies
suggested important interstitial effects in the zone-refined irons, the
zone-refined iron was purified by annealing in wet hydrogen to obtain a
lower interstitial content. Pure hydrogen was obtained by diffusion through
a palladium-silver coil and saturated with distilled water at room tempera-
ture. Treatment was prolonged to a time beyond which further lowering of the
yield strength was not observed. Carbon was analyzed by the Fundamental
Research Laboratory of United States Steel Corporation in the specimens after
purification and reported as 13 ppm for the hydrogen-purified iron, as com-
pared with 19 ppm for the non-purified material (Battelle analysis, 10 ppm,
Table I).

Wire tensile specimens were prepared from the zone-refined iron bar by
cold rolling and drawing. During preparation of the wire, great care was
taken to avoid contamination; no lubricant was used and the wire was
degreased with acetone between all stages of preparation and prior to anneal-
ing. After rolling to 100 mil. diameter rod (86, reduction of area), part
of the zone-refined iron was wet-hydrogen-purified for 50 hours at 750 0 C to
reduce the interstitial impurities, and part was annealed (for recrystalli-
zation) at (500C in vacuum. The rods were cold drawn to 50 mil. diameter
wire (Y5, reduction uf area) and specimens 3 inches long were cut from the
wire stock. To obtain uniform small grain size, the wire specimens were
recrystallized at 525°C for 5 hours, in vacuum for as-received zone-refined
iron and in wet hydrogen for hydrogen-purified iron. The resulting grain
size of both materials was about 80-100 microns (ASTM 4-5). After prestrain-
ing, the heat treating of both material_5 was performed in thoroughly outgassed
vycor capsules in a vacuum of about 10 mm Hg; the capsules were withdrawn
from the furnace and cooled in still air.

Tensile tests were conducted at room temperature using an Instron test-
ing machine. Specimens with a gage length of 1.60 inches between grips were
loaded at a crosshead spegd of 0.?2 inches per minute, which gave an initial
strain rate of 1.25 x 10a min. . The yield strength was defined as the
lower yield stress in zone-refined iron, for which a well-defined yield
point was always observed. In some cases, small yield points were observed
in the hydrogen-purified iron, but the maximum length of the yield was 0.1%
strain in hydrogen-purified iron as compared to 2 .7T strain for zone-refined
iron. For hydrogen-purified iron, the yield strength was defined as the
stress at 0.l,'; offset.

' C, N and 0 contents of this iron were respectively 0.005, 0.001 and 0.031
per cent by weight.
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EXPERIMENTAL RESULTS

Delineation of Substructure

A special metallographic technique was developed to reveal substructure

in iron regardless of purity. Specimens were mechanically polished and
then electropolished in a stirred solution containing 65 parts of ortho-
phosphoric acid, 35 parts of ethyl alcohol and '5 parts water for 4 minybes
at 1 volt D. C. It was discovered that an etchant developed by Gorsuch
for studying dislocations in iron whiskers revealed substructure by etching
the subboundaries and decorating them by preferentially depositing a thin
layer :'f copper at the dislocation wall. To avoid copper deposition over
the entire specimen, the etching time was limited to one second, and the
specimen was rinsed immediately under flowing water The composition of the
etchant was

2.5 gms picric acid
4.0 gins anh. cupric chloride
100 mn ethyl alcohol
10 ml hydrochloric acid
3 ml nitric acid

This etchant exhibits an orientation sensitivity, so that not all grains in
a polycrystalline specimen can be etched to show substructure

In vacuum-melted electrolytic iron with a carbon concentration <-f about
50 .ppm, a picral etchant satisfactorily reveals substructure and is not
rientation dependent, allowing the number :,f grains containing substructure
-o be determined.

Characterization of Substructure

Tr explore the effect cf the strain and recovery temperature on the
development of substructure in iron, a series of tensile specimens of vacuum-
melted and cast electrolytic iron and an iron-7._'W chromium alloy (referred
to earlier) were prepared and recrystallized at 8400 C for two hours For
electrolytic iron the resulting grain size was about 500 microns, and for
the iron-3 6' chromium alloy the wrain size was about 250 microns Specimens
were strained in tension different amounts in the range 6 to 10,-. Samples
were cut from the gage section and annealed one hour at various temperatures
in the range 600 to 835°C

NW significant variation in subgrain size in vacuum-melted electrolytic
iron was observed with strains from 6 to 10@ for constant annealing tempera-
ture. The subgrain size was approximately 1 to 2 microns for annealing at
500'C Above 650 0 C partial recrystallization was observed and as the tempera-
ture was increased to 800 C subgrain growth .,ccurred in the unrecrystallized
grains. Figure 1 shows typical substructures observed in electrolytic iron.
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For the iron-3.6', chromium alloy, the substructure developed after anneal-
ing at 6000C was slightly finer, 0.5 to 1.5 micrors, than that observed in
iron and not quite as well defined. Again, no dependency of subgrain size on
strain was observed within the 'range of 6 to 107. As the annealing tempera-
ture was increased from 700 to 835'C, partial recrystallization occurred and
subgrain growth was observed in the unrecrystallized matrix. Typical sub-
structures observed in the iron-3.6ý°• chromium alloy are shown in Figure 2.

Since no significant difference in subgrain size was observed in the range
of 6 to 1C, strain in vacuum-melted electrolytic iron and iron-3.-6, chromium, a
wider range of 5 to 3•0% strain was studied in as-received and in hydrogen-
purified, zone-refined iron wire. In initial experiments with zone-refined
iron wire, the development of substructure was evaluated for strains of 10
and 30 and annealing temperatures of 350, 450 and 5000 C for 16 hours.
Figure 3 shows the progress of the development of substructure in the 30%
specimen with increasing annealing temperature. Substructure appeared to
form directly in the slip traces. During annealing the slip traces appeared to
become more sharply defined and discrete cells became recognizable. In the 30.,•
specimen, the cell size remained essentially uncoarsened even after annealing
16 hours at 500"'C. Thus, the picture obtained of the nature of substructure
in ýrsn is a Iperfecting" of the deformation structure (see also Ball" and
Keh '). In general, the degree of definition of substructure was hetero-
geneous throughout the polycrystalline specimens; in the same specimen sharply
defined cells were observed in some grains while other grains showed only slip
traces.

In this fine-grained iron, recrystallization occurred simultaneously with
the development of well-defined subgrains, and the specimens were largely
recrystallized before significant subgrain growth occurred. The subgrain size
was essentially independent of prestrain between 10O and 3q., strain.

With 30% strain, recrystallization nucleation was observed after anneal-
ing 16 hours at 450 0 C. Substructure was best defined in the 3wo specimen
annealed at 500 C, where considerable recrystallization had already occurred
elsewhere in the specimen. For the specimen strained lW, higher annealing
temperatures were required to obtain a degree of definition comparable to the
3q'2 specimen, but the subgrain size was approximately the same for the same
annealing temperature.

For subsequent study of the effect of substructure on flow strength of
the zone-refined iron and of hydrogen-purified, zone-refined iron, prestrains
of 5, 10, 15 and 251' were employed. To obtain maximum recovery and subgrain
definition for this range of strain, without recrystallization, the specimens
were annealed at 4500C for 4 hours. With this heat treatment, well-defined
substructures were observed in the strained specimens 15 and 25%. However,
in the specimens strained 5 and 10,(,, the substructure remained ill-defined
after this annealing treatment. Well-defined substructure was observed in
the 5§j strain specimen only after annealing at 6000C, which brought about
concurrent recrystallization nucleation.

The substructures observed in the hydrogen-treated and the nontreated
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zone-refined irons were essentially identical for the same conditions of

strain and annealing below the recrystallization temperature.

Mechanical Properties

To evaluate the relative effects of interstitial impurities and dislo-
cation substructures on flow strength, the tensile behavior of as-received
and hydrogen-purified zone-refined iron was studied after a series of strain
and recovery-anneal treatments. Annealing temperature was varied from 200
to 6000C, and for most of the study the holding time was four hours. The
prestrain was varied from 5 to 25%. Results are tabulated in Table II for
hydrogen-purified iron and in Table III for zone-refined iron.

Hydrogen-purification of zone-refined iron has a major effect on the
stress-strain curve as shown in Figure 4, reducing the yield strength from
16000 to 6500 psi. As mentioned earlier, chemical analysis of these
materials showed that treatment in hydrogen had reduced the carbon by 6 ppm.
Over 50Q, uf the yield strength of annealed zone-refined iron is therefore
presumably attributable to the interaction of interstitials with dislocations.
Hydrogen-purification also decreased the ultimate strength, from about 31,600
to 28,000 psi, increased the elongation, and increased the reduction of area
at fracture (not reported in Tables II and III) from 53 to 69%'). It is of
interest that the zone-refined iron exhibited a sharp yield point, which
extended to 2.7r) strain whereas after hydrogen purification yield points
less than 0.1c' strain were observed.

Since yield strength data for single crystals of hydrogen-purified iron
were available for the same test conditions from the work of H. H. Kranzlein1 2'
it is possible to differentiate the factors contributing to the measured
strength of polycrystalline zone-refined iron. Figure 5 illustrates schemati-
cally the relative proportions of strengthening due to the intrinsic strength
of zone-refined iron (yield stress of a single crystal), due to grain boundary
strengthening, and due to interaction of interstitials with grain boundaries.
In Figure 5, line A represents the yield strength of polycrystalline zone-
refined iron, line B is the yield strength of polycrystalline, hydrogen-
purified, zone-refined iron of the same grain size, and line C is the yield
strength of a hydrogen-purified, zone-refined iron single crystal. • As can
be noted from the figure, the effect of grain boundaries on strength at low
interstitial concentretions is relatively small. In addition, no effect on
strength was observed when unstrained specimens were annealed at temperatures
up to 550 C as is indicated by the figure.

,The yield strength of the single crystals did not vary appreciably with
orientation within the range examined 12 , owing presumably to the multiplicity
of possible slip systems in iron.
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After straining followed by annealing within the recovery range,
hydrogen-purified iron exhibited a continuous decrease in yield strength
with increasing temperature, as shown in Figure 6. Values for percentage
recovery are given in Table IV. Even at 200°0 where large increases in
strength due to strain aging are observed for many irons and steels, more
than 5•, recovery was observed for the purified material that had been
strained 5,". At 450'C, the maximum recovery temperature possible while
avoiding recrystallization nucleation following 25% strain, the recovered
yield strength was a function of prestrain, as shown in Figure 7, and was
about 3qO' less than the prestrain stress. It is interesting that the ultimate
tensile strength of the hydrogen-purified material remained essentially fixed
throughout these annealing treatments (Table II and Fig. 12).

In contrast to the hydrogen-purified iron, a strong interstitial dislo-
cation interaction (strain-aging) was observed in zone-refined iron after the
strain-anneal treatments, as shown in Figure 8. After prestraining 5. and
annealing at 200'C, the yield strength was 4OG, greater than the flow stress
for 5j strain. For prestrains of 10, 15 and 25c, the percentages of strain -
aging (at 2000 C) were 29, 24, and la' respectively. The observed strain-
aging was also reflected in an increase in ultimate tensile strength (Table II
and Fig. 12).

If the data for hydrogen-purified iron are taken as a base, it is possible
to separate, for a given prestrain and annealing temperature, the portion of
strengthening due to interstitial-dislocation interaction from that intrinsic
in iron. Table V presents values for the "inherent strength" and for the
interaction strength obtained in this manner for zone-refined iron. Further
lowering of carbon could be expected only to lower the inherent strength;
hence the interaction strengths of Table V are minimal.

Figures 9 and 10 illustrate graphically the intrinsic strength, and
dislocation-interstitial interaction strengthening of zone-refined iron after
straining 5 and lr, ) and annealing. Although the contribution to the strength
of zone-refined iron by interaction is reduced by annealing at the higher
temperatures, this factor is still a major fraction of the strength observed
at the highest temperature studied. As shown in Figure 11, the yield
strengths of the 5 and lrp specimens after annealing at 4500C were still
slightly greater than the prestrain stresses. For this same annealing tempera-
ture, the yield strengths of the 15 and 250k specimens were slightly less than
their prestrain stresses. The levelling may be explained in terms of the
saturation of interaction strengthening due to insufficient interstitial
impurities, the relatively small effect of unpinned dislocations on strength,
and to faster recovery at higher strains.

The variation with prestrain of ultimate tensile strength of the zone-
refined and hydrogen-purified irons is shown in Fig. 12 for several annealing
temperatures. Unfortunately data are not available for large prestrains and
annealing temperatures of 200 and 550 0 C for the hydrogen-purified iron. Also
the datum for this iron for the prestrain of 1WQ and annealing at 2000C
represents 1 hour, rather than 4 hours, as do the other data. However, it is
reasonable to assume no difference in yield strength for 1 to 4 hours.
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(See e.g. data in Table III for 1 and 4 hours at 2000 C for zone-refined iron)

Discussion of Results

Investigators have generally tended to overlook the possibility of "strain
aging" in iron after higher temperature anneals (above perhaps 3000 C). In mo
cases, the high yield strength observed after annealing Just below the
recrystallization temperature in iron has been attributed to the formation of
substructure1 . However, the present results suggest that important inter-
stitial-dislocation interaction strengthening may persist in iron to relatively
high temperatures (see e.g, Fig. 9) Moreover, the present results as well as
other results reported in the literature have shown that the sharpening of sub-
structure in iron by recovery annealing results in a decrease in strength.
This has been shown in the present investigation by two irons which with
similar substructures but different interstitial impurity contents show com-
pletely opposite behaviors. For hydrogen-purified iron, recovery of yield
strength was observed after prestrain anneal treatments; moreover, no
increase in the ultimate strength was observed. However, for as-received
zone-refined iron, identical pre-treatments resulted in substantial increases
in both the yield strength and the ultimate strength. Thus, the ultimate
tensile strength of the zone-refined iron was increased from 31,600 to 38,200
psi by prestoiAning, 10-25%, followed by heating at 200'C.

The mechanicas. behavior of iron containing interstitial impurities after
prestrain and annealing treatments must be considered as the net result of two
processes. When a strained spec -n is annealed below the recrystallization
temperature, recovery occurs by the straightening, annihilation and rearrange-
ment of dislocations and vacancies. With increasing prestrain, the cells
became more sharply defined even for room temperature deformation.' 3

Increasing the annealing temperature causes sharpening and perfecting of the
cell structure developed during deformation. However, in polycrystalline
iron, recrystallization begins before significant subgrain growth can be
obtained throughout the entire specimen. The formation of well-defined sub-
structures by annealing is associated with a decrease in strength. Con-
current with recovery, interstitial impurity atoms associate with the new
dislocations introduced by the straining, with a resultant strengthening*.

The net effect of the snftening and strengthening processes may be
expected to depend upon the dislocation density, the concentration of inter-
stitial impurities, and the annealing temperature The present results show
that interaction strengthening is greatest at about 2000 C, but that inter-
action makes an important contribution to flow strength, even for fairly high
annealing temperatures. Furthermore, it is unjustified to lock upon the for-
mation of substructure, in the absence of impurity interactions, as causing
strengthening. To the contrary, as the substructure becomes "perfected", flow
strength progressively decreases.

*The nature of the association is presumably that of the Cottrell "cloud" at

low annealing temperatures" 4 , but might be one of precipitate particles at
high annealing temperatures.
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It is of interest that the analysis of the zone-refined iron before and
after treatment in pure vet hydrogen showed that the carbon content had been
reduced from 19 to 13 ppm. It is difficult to understand how such a
reduction could cause such large change in the flow curve of the annealed
iron, as well as change in the response to recovery annealing

That polygonization boundaries do not provide an important strengthen-
ing influence in the absence of interstitial impurities is also suggested by
the results of a related research program concerned with the influence of
grain size on the flow strength of the same materials, some results of which
are summarized in the Petch type of plot, Figure 13 The slope of the plot
rf yield strength at room temperature versus the reciprocal of the square
root of the grqin size for the hydrogen-purified iron of the present study
(0.381 Y. mm" 3 / 2 ) is the lowest of which we are aware in published litera-
ture, whereas, complex interaction is indicated in the non-hydrogen-treated
iron. If large angle boundaries have so little effect on strength of iron
(see also Fig. 5) it seems unreasonable to expect a small angle polygoni-
zation boundary to be an important barrier.

It also seems noteworthy that the yield strength of single crystal iron
does not appear to be substantially different for the hydrogen-purified
material or the unpurified material, suggesting that the interaction of
interstitials with randomly dispersed dislocations at least in the densities
prevalent in the materials of this study is not an important strengthening
influence, in contrast to the situation as regards either small or large
angle dislocation boundaries.
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1. Subgrain size produced in high-purity iron by recovery annealing is
essentially independent of tensile prestrain within the range 5 to 30
per cent strain.

2. Substructure appeared to develop along markings that formed during
deformation, and sharpened with increase of annealing temperature.

3. The substructures observed in the hydrogen treated and the non-hydrogen
treated irons were essentially identical for the same strain and anneal-
ing conditions.

4. No appreciable growth of subgrains was observed until annealing temper-
atures causing partial recrystallization were reached, whereupon
coarsening occurred.

5. The subgrain size for annealing temperatures not causing coarsening was
about 1 to 2 microns.

6. A large fraction of the flow strength of the recrystallized, zone-refined
iron of this investigation is attributable to interaction, between inter-
stitial impurity atoms and grain boundaries.

7. Considerable strengthening attributable to interstitial substructure
interaction was observed in zone-refined iron containing 19 ppm of carbon,
by analysis, when plastically strained and annealed in the recovery range.

8. Zone-refined iron in which carbon had been reduced from 19 to 13 ppm by
treatment in wet hydrogen, showed progressive softening on annealing after
plastic straining, even though the substructure appeared to be identical
with that of iron not treated in hydrogen.

9. The rearrangement of dislocations into increasingly perfect subgrains by
annealing in the recovery range results in a progressive decrease of yield
strength from the level reached during prestraining, when the interstitial
content is reduced to low level, leading to the conclusion that substruc-
ture does not make an important contribution to the strength of iron in
the absence of interstitial-dislocation interactions. This conclusion is
supported by the observation that the yield strength of the hydrogen
treated iron is not greatly different in the mono- and polycrystalline
conditions, indicating that large angle boundaries are not important
barriers.

10. The similarity in strength of singlh crystals of zone-refined iron,
whether hydrogen-purified or not, suggests that interaction of inter-
stitial impurity atoms with dispersed dislocations is not an important
strengthening influence for the dislocation densities and interstitial
contents here studied.
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11. The present results suggest that studies of recovery of iron, after
plastic deformation are likely to be confused by interstitial-dislocation
interactions.
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T.AW1 I

ANALYSIS OF ZONE~-RFfINW IRON

(As reported by Battelle Memorial Institute)
Amounts are given as parts per million

(1 ppm equals 0.0001 per cent)

Aluminum 15 Magnesium 5

Antimony 5 ND (a) Manganese 0.5

Arsenic 10 ND Molybdenum 5 ND

Beryllium 0.2 Nickel 12

Boron 5 Nitrogen 2

Calcium 10 ND Oxygen 17

Cadmium 5 ND Phosphorus 5

Carbon 10 Silicon 10

Chrmium 5 Sulfur 9

Cobalt 1 Tin 5 ND

Copper 2 Titanium 0.5 lID

Hydrogen 2 Tungsten 10 ND

Lead 1 ND Vanadium 1 ND

Zinc 10 ND
Zirconium 0.5 ND

(a) ND means not detected. Detection limits are given.
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TABLE II

EFFECT OF PRESTRAIN-ANNEAL TREATMEW

ON THE MECHAICAL PROPERTIES OF

HYDROGEN-UJRIFIED IRON

Prestrain Initial Prestrain Annealing Recovered Ultimte Total
Yield Stress Temp. Time Yield Strength Elongation
Strength c hr Strength

psi psi psi psi

o 6400 28,300 51.6

0 6500 27,600 48.0

4.9 7500 18,900 200 4 17,900 25,500 19.5
5.0 7000 18,700 200 4 18,100 26,400 23.4
5.0 6700 18,600 450 4 14,800 27,800 55.7

5.0 6800 19,100 450 4 15,600 28,100 53.6
4.9 7500 19,400 550 4 14,700 27,600 38.0

5.1 7000 18,900 550 4 14,000 27,500 36.4

10.0 6500 22,900 200 1 22,100 27,500 47.2
9.8 7100 22,700 450 4 17,600 26,500 47.1
9.9 6600 23,200 450 4 17,700 27,500 53.9
14.9 6700 25,300 450 4 19,200 26,700 49.6

15.0 6600 25,200 450 4 19,100 27,000 51.9

24.8 6400 27,000 450 4 19,900 26,400 33.4

23.0 6600 26,800 450 4 20,500 27,900 57.1
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TABLE III

EFFECT OF PRESTRAIN-ANNEAL TREATMETS

ON THE MECHANICAL PROPERTIES OF

ZONE-REFIED IRON

Prestrain Initial Prestrain Annealing Recovered Ultimate Total
Yield Stress Temp. Time Yield Strength Elongation
Strength 0C hr. Stress

psi psi psi psi $

0 13,700 31,300 40.5

0 15,900 31,900 35.8

4.8 14,000 20,600 200 4 28,900 33,800 36.3

4.9 13,700 20,300 200 4 28,000 31,900 35.9

5.0 14,000 20,300 450 4 23,300 32,300 36.4

5.0 14,000 19,800 450 4 22,500 31,700 37.7

4.9 14,000 20,100 550 4 21,100 30,900 29.7

5-0 14,000 20,000 550 4 20,600 30,700 37.5

4.9 14,400 20,100 600 4 19,600 * *

5.0 13,700 20,300 600 4 19,100 * *

9.6 15,300 27,200 200 J. 34,100 38,100. 28.5

9.7 17,300 27,100 200 4 34,700 38,400 28.8

9.9 13,800 25,200 450 4 26,500 33,300 31.6

9.7 13,800 26,000 450 4 27,300 33,500 36.2

14.8 15,000 29,200 200 4 36,200 38,800 29.4

14.8 14,000 28,1oo 450 4 27,000 32,900 34.9

14.7 14,500 28,100 450 4 28,600 33,100 28.8

24.6 16,100 32,000 200 4 37,800 38,300 32.9

24.6 14,000 29,100 450 4 27,800 31,600 40.4

24.8 13,800 29,200 450 4 28,300 31,600 35.1

*Failed at the grip.
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TABLE IV

FLOW-STREIS RECOVERY OF EYDR0GE-PURIFIED IRON

Prestrain Annealing Recovery of
Temp. Time Flow Stress
0C hr.

4.9 200 4 8.8

5.0 200 4 5.3

5.0 450 4 31.9
5.0 450 4 28.4

4.9 550 4 39.5

5.1 550 4 41.2

10.0 200 1 4.9
9.8 450 4 32.7

9.9 450 4 33.1

14.9 450 4 32.8

15.0 450 4 32.8

24.8 450 4 34.7

23.0 450 4 31.2
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TABLE V

Analysis of Strength of

Zone-Refined Iron

Prestrain 2000 C Anneal 4500 C Anneal

Inherent Interaction Inherent Interaction
Strength* Strength Strength* Strength

psi psi psi psi

5 18,000 10,400 15,200 7,700

10 22,100 12,600 17,600 9,300

15 19,200 8,500

25 20,200 7,800

*The "inherent" strength is here taken as the sum of the single crystal

strength, and the grain boundary and residual strain hardening contribu-

tions, all measured for the hydrogen-purified material.
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Fig. 1
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6000 C -Ihr 775*C-lhr

Substructure in vacuum-melted
iron-3.6% chromium alloy;
Gorsuch etchant ; x 1000

Fig. 2
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Fig. 3
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Figure 4. Stress-strain behavior of high-purity iron.
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Some Observations on the Development of
Deformation Substructure In Zone-Refined Iron

J. T. Michalak and L. J. Cuddy
Edgar C. Bain Laboratory for Fundamental Research
United States Steel Corporation Research Center

Monroeville, Pennsylvania

AbstraSt

The development of the deformation sub-
structure of zone-refined iron is similar to that
observed for less pure vacuum-melted iron. Quali-
tative differences with increased purity are noted
and are associated with a decrease in the dislocation
sources and the necessity for cross-slip. Evidence
is presented to show that, in the purest iron
investigated, dislocation movement in the foil pre-
pared for transmission electron microscopy is quite
unrestricted and that the observed structures may
not be typical of the dislocation density and
distribution in the bulk.
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Introdgctioa

The importance of the substructure Jeveloped during plastic
deformation of a body-centered-cubic metal cannot oe denied. Keh (1)
and Keh and Weissmann (2) have established experimentally a direct correla-
tion of the dislocation density and distribution with the flow behavior of
iron at 25 and -78 0C. The relation between deformation substructure and
mechanical properties of tantalum (3) and niobium (4) will be presented
later in this Sympositm. The role of substructure in recovery and
recrystallization of iron and silicon-iron has been discussed by Leslie
et al (5), Hu (6), and Walter (7). Substructure effects on strain aging
in body-centered-cubic metals have been reviewed by Keh and Leslie (8),
and by Rosenfield and Owen (9). The relations between substructure and
precipitation phenomena are reviewed in other presentatiuns of this
Symposium (4,10).

The subject of this paper is the development of substructure
during plastic deformation. Keh and Weissmann (2) have summarized the
studies on the deformation substructure in body-centered-cubic metals and
concluded that the dislocation structures of all of those investigated,
which included iron, molybdenum, tungsten, tantalum and niobium, were
similar. Dislocations were kinked and nonuniformly distributed in the
early stage of deformation. As the amount of deformation was increased
the distribution became more nonuniform and a cell structure was developed.
This sequence of events is shown in Fig. 1. The walls of the cells are
tangles of dislocations. For iron, the dislocation density was found to
increase linearly with strain, and at a constant strain, to be independent
of the deformation temperature below the temperature of recovery. The
dislocation distribution in iron, however, was found to be temperature
dependent; the distribution was more uniform and the tendency to form
cells was decreased as the temperature of deformation was lowered. Keh
and Weissmann (2) also showed that the relation between the dislocation
density and the flow stress of iron wast

S= o + 0.17 Gbif (1)f (1

where Of is the flow stress, ao is the frictional stress, G is the shear
modulus (=7.8x103 kg/mm2 ), b is the Burgers vector of the slip dislocation
in iron (=2.5 X), and Nf is the dislocation density in the tangled regions.
The change of the dislocation distribution with temperature, that is,
the change in density within the tangles, accounts for the differencp in
flow behavior at different temperatures. Finally, it was observed that the
dislocation density was dependent on grain size; a fine-grained iron
exhibits a higher density of dislocations than does a coarse-grained iron
strained to the same extent.
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Materials and Exoerimental Procedure

The zone-refinad iron and Fe-Mn alloy that have been studied by the
present authors are listed in Table I, together with the method of purifica-
tion and the final grain size obtained after cold work and recrystallization.
In Table II the nominal content of carbon, nitrogen, hydrogen and oxygen
is given in parts per million. All the materials were deformed in tension
in bulk form and then thinned by electrolytic polishing to a final thickness
suitable for examination by transmission electron microscopy.

Results and Discussion

A. Stress-Strain Behavior

The stress-strain curves for the polycrystalline, high-purity
irons at several temperatures are given in Figs. 2-4. The results of tests
at 250C shown in Fig. 2 indicate that for the same grain size, there is not
much difference in the tensile deformation of two irons of different over-
all purity. Reference to Table I indicates that iron B-3 had ten zone-
refining passes compared to iron B-13 which received only one pass. It
would be expected that the B-3 iron is the purer material, and although
mechanical tests at 25 0 C do not support this, other differences in the
behavior of these two irons do suggest that iron B-3 has less overall
impurity. In processing these irons to a fine-grained aggregate from the
zone-refined condition it was found that, after the same conditions of cold-
rolling, iron B-13 required a recrystallization anneal at 6500C to produce
a completely recrystallized uniform grain size of 43ý whereas iron B-3
could be recrystallized in the same time to the same uniform grain size
-t 6000C. The effects of small amounts of impurities on the recrystallization
of iron have been investigated (11-13),and it has been observed that the
purer the iron the lower the recrystallization temperature. It would appear,
then, that room temperature tensile tests are not a reliable basis for
evaluating the purity of iron. The lower stress levels of iron S-l, which
is the least pure material on the basis of method of purification, can be
accounted for by the larger grains in this iron, compared to the other two.

It will be noted from Fig. 3 that at -78 0 C a rather pronounced
yield point drop becomes evident and that the rate of strain-hardening has
decreased compared to room temperature tests. The pronounced yield point of
the irons is a manifestation of an increased binding between interstitial atoms
and potential dislocation sources as a result of a decrease in temperature.
The increased yield point drop is not associated with a tearing away of
dislocations from impurity atmospheres of increased binding, but rather with
the decrease in the number of active sources of dislocations resulting
from the increased binding. Keh and Weissmann (2) have suggested that the
change in strain-hardening behavior with a change in temperature is associated
with differences in the dislocation distribution during deformation at dif-
ferent temperatures. Although the average dislocation density is independent
of test temperature, the dislocation distribution becomes more uniform as
the temperature is decreased. Since the rate of work-hardening depends on
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the density of dislocations within the tangled regions of the cell walls
the more uniform distribution of dislocations results in a decreased rate of
work hardening. The lower stress level and lack of a Ldders extension for
iron S-1 is most probably a result of the larger grain size of this
material.

The results of a temperature change during tests for iron B-3 are
also shown in Fig. 3. They are consistent with the interpretation of Keh (1).
He proposed that if a nonuniform distribution of dislocations is established
by deformation at some temperature, then on subsequent testing at a lower
temperature, characterized by a more uniform distribution, the flow stress
at the lower temperature is greater than it would be if the specimen were
strained to the same extent at the lower. temperature only. The curvature of
the stress-strain curve at the beginning of deformation at -780C, after a
prestrain at 250 C, makes it difficult to establish a well-defined initial
flow stress at -78oC, but as can be seen, the flow stress at increasing
strain rises above that for deformation only at -780 C, and the difference
increases slightly with increased amount of prestrain at 25oC. As will be
noted later, a strain of 3.75% at 25 0C does not develop a gross nonuniform
distribution of dislocations so that only a small difference in flow stress
might be expected on subsequent straining at -78oC. Straining 7.5% at 250C
does develop some cell structure and a more nonuniform distribution so that
continued deformation at -78oC results in the observed increase in flow
stress.

Iron B-3 was the only high-purity iron which exhibited any plastic
deformation at -196oC, and the results of testing at this temperature are
shown in Fig. 4. Irons B-13 and S-1 failed predominantly by intergranular
fracture at -1960C at stress levels of about 45-55 kg/mm2.

Curve A in Fig. 4 represents the stress-strain behavior of iron
B-3 deformed only at -1960C. Considerable twinning, as well as slip, was
evident only during the Ltders extension. The Ltders extension in Fig. 4
is shown as a smooth line only for convenience. Fig. 5 is a light micro-
graph from a specimen, strained at -1960C, in which the Ldders front was
allowed to pass through only about one-half of the gauge section. It is
apparent from Fig. 3 and Fig. 4 that the rate of strain hardening, after
the Ltders strain, is greater at -196 0C than at -78 0C, indicating a
minimum in the temperature dependence of the rate of strain-hardening and
a possible change in the mechanism of deformation at very low temperatures.
A similar behavior has been observed by Keh and Weissmann (2).

Curves B, C and D of Fig. 4 are stress-strain curves at -196 0 C
after a prestrain at 250C of 0.75, 1.9 and 7.5% respectively. The prestrain
at 250C has eliminated completely the formation of twins at -1960C and,
contrary to tests between 25 and -78OC, the flow stress at -196OCs after
prestrain at 250C, has not been increased above that for deformation only
at -196 0C. This observation also suggests a change in the mechanism of
deformation as the temperature of deformation is decreased. This change in
mechanism may be closely related to several observed factorss (a) the active
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slip plane in iron becomes more restricted to the [1101 planes (14) as
the temperature is decreased; (b) the temperature dependence of the stress-
velocity relationship for edge dislocations is greater for [112) planes
than for [1101 planes (15); (c) cross-slip of the screw dislocations
becomes more difficult as the temperature is decreased (1,2).

B. Dislocation Sources

Before considering development of the deformation substructure
it is necessary to establish what major source or sources of dislocations
exist in the material prior to deformation. The sources of dislocations in
any metal ares (a) random matrix dislocations, (b) the interfaces between
the matrix and second-phase particles, (c) subboundaries within the grains,
and (d) the grain boundaries. The random matrix dislocations which are
not of the Frank-Read source type and which are not immobilized by impurity
atmospheres wll generate dislocations by the double cross slip mechanism (16),
as has been shown by Low and Guard (17). The generation of dislocations at an
inclusion-matrix interface under an applied stress has been reported (5,18).
The formation of well-defined cell walls, after only light deformation, as a
result of interaction of dislocations generated from closely spaced particles
is illustrated in Fig. 6 from the work of Leslie, et al (5). Li (19) has
considered the theoretical aspects of subboundary and grain boundary sources;
Hornbogen (20) and Keh (1) have reported experimental evidence for sub-
boundary and grain boundary sources. An example of dislocations originating
from a grain boundary in an Fe-l.78 wt.% P alloy is shown in Fig. 7.

In fully recrystallized high-purity iron it has been observed
that the number of second phase particles and subboundaries is so small
as to be inconsequential as effective sources of dislocations. Likewise,
the density of random dislocations, as measured by transmission electron
microscopy and an X-ray technique discussed by Weissmann (21), is low and
of the order of 106 /cm2. Fig. 8 is a typical electron transmission micro-
graph of iecrystallized high-purity iron illustrating this low dislocation
density. Observations of dislocation loops emanating from grain bound-
aries (20), the "hairy" appearance of grain boundaries and the formation of
irregular dislocation networks adjacent to the boundaries (1) after small
deformations suggest that the grain boundaries and not the random matrix
dislocations are the primary source of dislocations in high-purity iron.
Li (19) has postulated that grain boundary ledges (or jogs) are the source
of dislocations in the grain boundary. An example of the generation of a
dislocation from a grain boundary ledge is shown in Fig. 9. The strain
field of the ledge is shown only in one grain, although it could exist in
both grains. It should be noted that this type of source is not a disloca-
tion mill of the Frank-Read type which is capable of continuous generation.
The grain boundary ledge is only a "donor" of dislocations and subsequent
generation of dislocations within the grain can take place by the double
cross-slip mechanism. According to Li's correlation between the density of
grain boundary ledges and the Hall-Petch (22) slope, the decarburized Swedish
iron studied by Codd and Petch (23) would have a ledge density of about
8x10 5 cm of ledge per cm2 of grain boundary area. kor a grain size of 100,
this would mean approximately 240 cm of ledge per grain, whereas the
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nominal dislocation density within the grain of 106 cm/cm3 provides about
0.5 cm of dislocation line within the grain. It is not unreasonable, then,
that the primary source of dislocations is the ledges in the grain
boundaries. Fig. 10 illustrates that ledges do in fact exist in the grain
boundaries of a well annealed high-purity iron. The dern.ity of ledges in
this micrograph is about 8xlO4 /cm, a factor of ten less than that calculated
for the Codd and Petch iron. A lower density of grain boundary ledges in a
purer material is consistent with Li's analysis of the effect of impurities
on the density of grain boundary ledges.

The micrographs of Fig. 11 illustrate the dislocation arrangements
near grain boundaries in a sample strained 0.375% at 250C. Fig. lla is the
arrangement near a boundary away from grain boundary junctions. It is
characterized by few dislocation intersections. Fig. 10b shows that near
a grain boundary junction there are more dislocations and more interactions
due to the stress concentration at the junction. Occasionally a severe
tangle can be found emanating from a grain boundary junction or from a
region of change in orientation of the boundary, such as in Fig. 12.

C. Formation of Dislocation Tangles and Cell Structure

1. General Features

The change in dislocation density and distribution with increasing
strain for iron S-i is qualitatively similar to the changes in the less pure
vacuum-melted iron previously reported (2). In the early stage of deforma-
tion the dislocations are generally kinked and nonuniformly distributed;
as the amount of strain is increased, the distribution becomes more nonuni-
form, dislocation tangles are formed and finally a cell structure is developed.
This sequence of events for iron S-1 is illustrated in Figs. 13 and 14. The
deformation substructure in the higher purity iron is characterized by the more
frequent observation of unkinked dislocations in areas removed from tangles,
fewer tangles and less severe tangling at small amounts of strain as shown in
Fig. 13a. The increased purity of the iron has reduced the tendency for
the formation of jogs by reducing the interaction of dislocations with point
defects (24), or by reducing the necessity for cross-slip of dislocations (25).
The somewhat parallel arrangements of these unjogged dislocations would
suggest that cross-slip, the more likely mechanism of jog formation, is
reduced. This is probable, since the barriers which necessitate the cross-
slip of dislocations are reduced with increased purity. Keh and Weissmann (2)
have concluded that tangle formation is the result of interaction of disloca-
tions of a secondary slip system with the jogs formed on primary slip dis-
locations by the cross-slip mechanism. The observation of fewer and less
severe tangles is consistent with a reduction in density of interaction
sites, the jogs, and a reduction in the density of grain boundary sources.
Tangles may form by direct interaction of slip dislocations of two systems
without the requirement of jog formation. In this case, the initial tangle
is expected to consist of a rather regular network of dislocations. The
arrangement could be a crossed grid (26) or an hexagonal network as observed
in molybdenum (27). The hexagonal network arises from the dislocation
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reaction

[ 111] + -A [ii] = a (100]

Regular networks in individual tangles and cell walls have not been observed
frequently in an as-strained vacuum melted iron, but they seem to be a
common feature In the higher purity material, as can be seen in Fig. 13a
and Fig. 15. The frequency of observation of these fairly regular networks
in the tangles and in the cell walls developed from tangles indicates that
interaction of dislocations on at least two slip systems Is necessary for
tangle formation and the development of the cell structure.

The zone axis of the possible crystallographic planes of a cell
wall may be determined by means of selected-area diffraction and single-
surface trace analysis. The zone axis is that crystallographic direction,
in the plane of the foil, which is parallel to the trace of the cell wall
in tte plane of the foil. With very few exceptions, at least one of the
planes of the zone has been of the [1101, 11121 or [123) type. No other
low-index planes have shown such a trend or occurred with the same fre-
quency. This result strongly suggests that the plane of the cell wall
in iron is then [1101, [112} or j123). The development of cell walls on
these planes could be the result of the interaction of the dislocations of
two slip systems to form the initial tangles on these planes or the result
of cooperative motion of the tangles leading to alignment in the slip
planes (2,28).

The development of deformation substructure in iron B-13 is
similar to that in iron S-l. Lesser amounts of strain to produce a com-
parable structure were required since the grain size of B-13 was smaller.

The ten-pass zone-refined iron B-3 has presented two serious
experimental difficulties which hinder study of this material by electron
transmission microscopy. The production of usable thin foils has been
s poýiadic and their preparation has required precise control of composition
of polishing solution and polishing conditions. The more serious dif-
ficulty has been a decrease in the density of dislocations and an almost
certain rearrangement as a result of the thinning operation. An excessive
amount of dislocation motion, not typical of less pure iron, has been noted
during examination of foils in the microscope. Fig. 16 is an illustration
of the degree of movement of dislocations in foils of iron B-3. The
variation of dislocation density and distribution in this iron is consider-
ably more than normally encountered in this type of study. Irons S-1 and
B-13 did not show such a large variation and the structures observed In
these irons can be considered "typical". The inconsistency of the
deformation substructure in a foil of B-3, as shown in Fig. 17, makes it
difficult to define any single structure as typical of this material. For
the purpose of discussion, the typical unaltered structure of this iron
after deformation will be considered as that structure with the greatest
dislocation density, the most severe tangles and the best developed cell
structure. The change in deformation substructure with increasing strain
for iron B-3 is shown in Figs. 18 and 19. A signi-rcant degree of tangling
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and cell formation is accomplished only after about 5%. strain atroomtenperature.
An appreciable change in the flow stress at -78°C, after prestrain at room
temperature, would not be expected for prestrains less than about 5%, in
agreement with the tensile test results given in Fig. 3. Comparison
with the structures of iron S-it in Figs. 13 and 14, indicates that the
distribution of dislocations is more uniform and the cell structure not as
well developed in iron B-3. The limiting cell size for the vacuum-melted
iron was 1.51A whereas in this investigation the limiting cell size increases
somewhat with increasing purity from 2p for S-1 and B-13 to tout 2.5p for
B-3. As the purity increases, the density of grain boundary ledge sources
decreases and the necessity for cross-slip decreases. A decrease in these
two factors leads necessarily to a decreased dislocation density, fewer
and less severe tangles, and consequently a larger cell structure with a
more regular distribution of dislocations within the cell walls. Dynamic
recovery at room temperature in the purer Irons could also result in a
larger cell size with cell walls of somewhat regular networks of disloca-
tions.

2. Effect of Deformation Temperature on the Dislocation Distribution

As previously reported (2), the tendency for cell formation becomes
less and the dislocation distribution becomes more uniform for a given
strain as the temperature of deformation is decreased. The dislocation
structures of iron S-1 deformed at 25 and -78oC to about the same strain
are shown in Fig. 20. The dislocation distribution at -78 0 C is considerably
more uniform and the dislocations are more uniformly kinked than at 250 C.
This structure has been explained on the basis of more frequent cross slip,
but over smaller distances than at room temperature (2). Figs. 21 and 22
illustrate that the same temperature effect on the distribution of disloca-
tions is present in iron B-3. In this iron, however, the dislocations
formed by low temperature deformation do not appear to be severely kinked as
in iron S-l, nor as uniformly distributed, and occurrence of loose tangles
is also more frequent. These observations are consistent with dislocation
movement, resulting from the thinning operation. Such movement could cause a
decrease in the density of jogs on the dislocations and rearrangement of
a uniform distribution to a less uniform distribution.

The dislocation structures developed in iron B-3 by deformation at
-l96oC are shown in Fig. 23. The distribution is much more uniform consisting
of at least two sets of parallel dislocations; tangles are not formed up to
the point of fracture of this iron at about 14% strain. The curvatures at
dislocation intersections, such as shown in Fig. 24, suggest that possibly
three slip systems were active in this particular grain. Two of the sets
of dislocations have the same Burgers vector and at the point of intersection
there is mutual annihilation and a rounding off of the intersection point,
as indicated in area A in Fig. 24. The third set of parallel dislocations
has a different Burgers vector, such that there is interaction to form an
a[loo0 segment at the point of intersection. In this case, the sharp points
of the dislocation interaction remain, and examination of Fig. 24 reveals
that the a [100] segments have two directions as is expected. This inter-
action is noted at points B and C in Fig, 24.
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3. Effect of Strain Rate on the Dislocation Distribution

The effect of increasing the strain rate of deformation is analogous
to decreasing the temperature of deformation, that is, the tendency for cell
formation becomes less pronounced and the dislocation distribution becomes
more uniform for a given strain as the strain rate is increased. The degree
of change in dislocation distribution with a change in strain rate is not
as marked as for a change in temperature. Differences are most apparent at
small amounts of deformation and for changes in strain rate of several
orders of magnitude. Fig. 25 illustrates the difference in dislocation
distribution in iron S-I strained 2.5% at strain rates of 2.5xi0' 5 sec-I and
1.25xi0-2 sec- 1 . These structures may also be compared with that shown in
Fig. 13a. ih h7ynamic theory of yielding proposed by Johnston and Gilman (29)
requires either an increase in the number of mobile dislocations or an increase
in the average velocity of dislocations to accommodate an increase in strain
rate. The more uniform distribution of dislocations could be accomplished
by an increase in the amount of cross-slip to increase the number of mobile
dislocationb jr an increase in the vebcity of the edge components of disloca-
tions relative to the velocity of the screw components. The latter would
result in mainly screw dislocations being left in the structure. Since the
densities of dislocations are not very different, as is also the case for
low temperature deformation (2), it may be assumed that the uniform distri-
bution is more likely the result of an increase in the velocity of edge
dislocations.

As the amount of strain is increased the differences due to
strain rate become less apparent and a well developed cell structure is
formed.

4. Effects of Alloying on Dislocation Distribution

The influence of alloy additions on the dislocation arrangements in
iron has not received much study except for iron-silicon (30), iron-
phosphorus (20), and iron-manganese (5) alloys. in the first two cases the
•ffect of alloy addition was to decrease the tendency for cell formation and
to produce a more uniform distribution of dislocations. The effect is
analogous to lowering the temperature or increasing the strain rate of
deformation. It is well known that silicon and phosphorus are very pro-
nounced solid-solution strengtheners and substantially increase the tendency
for mechanical twinning. Manganese is not nearly as potent a solid-solution
strengthener and has been reported (5) to result in a less uniform distribu-
tion of dislocations and to increase the tendency for cell formation at
room temperature, as shown in Fig. 26. An increase in alloy content would
result in an increase in grain boundary sources thus leading to increased
dislocation density and enhanced cell formation. The differences in dislo-
cation distribution for different alloy additions cannot be explained solely
on changes on the density of grain boundary sources. In the case of silicon
or phosphorus additions the random distribution has been attributed to a
decreased mobility of the dislocations and, in particular, a greater decrease
in the mobility of screw components. The decrease could be the result of
an increased frictional stress or an increase in the density of vacancies which
might interact with the screw dislocations to form jogs. The addition of
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0.6 wt.% manganese apparently does not markedly influence the relative
mobilities of the edge and screw dislocations and therefore the distribution
of dislocations does not tend to be random. The effect of manganese,
therefore, is primarily to increase the average density for a given strain
by increasing the density of grain boundary sources. The binding effect
of manganese on these sources is small since the difference in yield
stress of pure iron and iron-0.6 wt.% manganese is not large (5).

The increased tendency for retention of a nonuniform distribution
and the formation of tangles and cell walls in the manganese alloy is also
observed at lower temperatures or increased strain rates. This may be
seen by comparison of Fig. 27a with Fig. 20b and Fig. 27b with Fig. 25b.

4. Summarv

1. The development of deformation substructure in zone-refined
iron is similar to that reported for vacuum-melted iron and other body-
centered cubic metals.

2. The primary effect of increased purity is to decrease the
density of grain boundary sources and to decrease the necessity for cross-
slip. This results in fewer and less severe tangles of dislocations and a
small increase in the size of cells.

3. The cell walls in the purer iron consist of somewhat regular
networks of dislocations, as do the initial tangles.

4. In a very high-purity iron the dislocation density may
decrease and the dislocations may change their distribution as a result of
the thinning process.

5. A decrease in the temperature of deformation or an increase
in the strain rate decreases the tendency for cell formation and produces
a more uniform distribution of dislocations.

6. The addition of an alloying element which is not a strong
solid-solution strengthener increases the dislocation density and tendency
for cell formation primarily by increasing'the density of grain boundary
sources.
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Table I

High-Purity Materials Investigated

Grain
Material Desionation Method of Purification Size

Fe S-1 Zone-melted in horizontal 901
boat. Two passes.

Fe B-13 Zone-refined by floating- 431L
zone technique. One pass.

Fe B-3 Zone-refined by floating- 424L
zone technique. Ten passes.

Fe-0.60 Mn S-8 Zone-melted in horizontal 600
boat. One pass.

*
Supplied by Battelle Memorial Institute.

Supplied by B. F. Oliver, United States Steel Corporation.

Table II

Nonmetallic Imouritv Contents. P•M

aterial C N H 0

S-i 15 6 0.2 25

B-13 10 <0.05 0.9 1.2

B-3 15 5 <1 <5

5-8 15 6 0.4 25
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(a) IHITIAL9 RECRYSTALLIZED

(b) I % STRAIN (c) 31/2 % STRAIN

(d) 9 %STRAIN (s) 20 %STRAWN

FIG. I -- DEVELOPMENT OF DEFORMATION SUBSTRUCTURE IN IRON.
(See ref. 2).
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0 001 0.04 00 006 010 Wt1
STRAIN IN/IN

FIG. 2 -- STRESS-STRAIN CURVES FOR POLYCRYSTALLINE HIGH-
PURITY IRON DEFORMED AT 250C.

--------------------

v 15-ZONE - REFINED lRow
T a -WC*

6-3 PRESTRAINED AT 250C

I I I I I I I I I A I
0 001 004 006$ ON06 I 0.10 1

STRAW 0/I0

FIG. 3 -- STRESS-STRAIN CURVES FOR POLYCRYSTALLINE HIGH-
PURITY IRON DEFORMED AT -780C.



SLIP AND TWINNING

70 A•o.4__ //

65- A

S60- 11log, I
I I, ZONE-REFINED IRON 8-3

: 5 T--196%

0i 5I • 2.5. I0" l"

S SLIP PRESTRAIN AT 25C
'o 05 ON LYA -45- , ! - 0.00? -

40- c of 0-0.075

35 I i i I I I I I I
0 0.02 0.06 0.10 0.14 0.11

STRAIN IN/IN

FIG. 4 -- STRESS-STRAIN CURVES FOR POLYCRYSTALLINE HIGH-
PUR ITY IRON DEFORMED AT -1960C.

.. !,i

FIG. 5 -- LUDERS FRONT IN IRON B-3 STRAINED AT -196 0C.
aOX. UNETCHED SURFACE
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FIG. 6-- WELL-DEVELOPED CELLS AROUND LARGE PRECIPITATED
PARTICLES. Fe-O.015% Bi, C.R. KI%, LONGITUDINAL
SECTION. (See ref. 5).

'0.25p

FIG. 7-- DISLOCATIONS ORIGINATING AT A GRAIN BOUNDARY.
Fe-L78wt% P, L1 STRAIN. (Se re. 20).
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FIG. 8 -- STRUCTURE OF RECRYSTALLIZED GRAINS IN IRON.

- .
"•Ax1~11:II

FIG. 9-- GRAIN BOUNDARY LEDGE ACTING AS DONOR OF DISLOCATION.
(See ref. 19).
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FIG. 10 -- GRAIN BOUNDARY LEDGES IN RECRYSTALLIZED IRON.

159



J-

8z

160



FIG.

FIG. 12-- DISLOCATIONTANGLE INITIATED FROM A
GRAIN BOUNDARY KINK.

161



z

.4e

4i 9

cy-

162



I-e

uJ

z

zi.
cj T

owl1~

163



FIG. 15 -- REGULAR NETWORKS OF DISLOCATIONS IN CELL WALLS
OF IRON.

FIG. 16-- TRAILS OF MOVING DISLOCATIONS IN IRON B-3.
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FIG. 24 -- DISLOCATION INTERACTIONS IN IRON B-3 STRAINED
14.0%AT7-1960C.
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St3STRVCTURB AM U••YSALZZA 1 Or Dula=
CRISTAIA OF MIN-PLIT SILZ•CO.-IRO

Johm L. Walter
General Blectric Company

Research Laboratory

I. INTRODUCTION

Recent advances in the techniques of transmission electron
microscopy have made it possible to directly observe the dislo-
cation substructures of metals.

Many studies have been undertaken to relate the mechanical
behavior of metals to the substructure during plastic deformation.
Some investigators have followed the changes in the substructure
and mechanical properties during annealing treaments. As a
result of these studies, various mechanisms for recrystallization
have been proposed based on observations of the modification of
the substructure when the deformed metals are heated.

It is not the purpose of the present paper to examine the
several proposed mechanisms for recrystallization but, rather, to
describe in some detail the derivation and modification of sub-
structure in a deformed and annealed single crystal of silicon
iron. It will be shown that the substructure, as evolved during
deformation, directly prescribes the state and orientation of
nuclei for primary recrystallization. This is not to say that the
presently described mechanism for recrystallization holds for all
metals and all crystal orientations, however. Additional effort
will be required to determine whether there is a single mechanism
for recrystallization or whether the mechanism is dependent upon
the initial orientation of the crystal being deformed and the type
and extent of deformation. This aspect of the situation will be
briefly explored in context with the proposed mechanisms for
recrystallization.

II. EXPERIMENTAL PROCEDURE

The single crystals used in this study all had a (100) [001]
orientation with respect to the rolling plane and rolling direction.
The crystals contained 3% silicon and were prepared as follows.
High-purity iron and silicon were melted and cast, in vacuo, into
slab Ingots. The ingots were hot-and cold-rolled to sheet,
0.012" thick. Portions of the sheet were annealed in vacuum,
hydrqen, or argon at 1200%C to effect growth of grains with (100)
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planes parallel to the sheet surface by means of the surface energy
driving force (1-4). Crystals with (100) planes within I deroee
of the plane of the sheet were removed trom the sheet and rolled,
at room temperature, parallel to the (001] direction to reductions
of 10% to 90% of thickness.

Samples of the rolled crystals to be used for transmission
electron microscopy were thinned by electropolishing successively
smaller areas of the sample until a small hole formed (5). The
thinnest parts of the sample, adjacent to the hole, were removed
and placed in the microscope. Other portions of the rolled crystals
were annealed in a salt bath at temperatures from 535"C to 700"C.
These were thinned after anneding. The majority of the trans-
mission microscopy was performed on a Phillips electron microscope
type EM-100B at 100 KV.

III. EXPERIMENTAL RESULTS

a. Substructure of Rolled Crystals

Figure 1 shows the dislocation substructure and the beginning
of cell formation in a crystal rolled to 10% reduction. The
planar orientation, as determined by selected area diffraction, is
(100) and a <011> direction of the crystal is parallel to the <011>
trace superimposed on the figure. It appears that the dense
tangles and incipient cell walls consist of short segments of edge
dislocations parallel or nearly parallel to the <112> directions
(short traces in Fig. 1). There are also some longer segments of
screw dislocations (areas marked a) parallel to the <011> trace.
The bent dislocations in areas b and c are probably screws that
are cross-slipping on to other (110) planes. The configuration of
cross-slipping screw dislocations has been described by Swann and
Nutting (6).

Rolling to 20% reduction leads to the formation of distinct
cells, 0.2-0.3 microns in diameter as shown in Fig. 2. These cells
are a factor of 5 smaller than the cells found in iron deformed a
comparable amount (7)*.

*It is possible that the addition of silicon to iron results in a
decrease in cell size as is the case for the addition of
aluwinum to copper (8).
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rbs cell walls contain a higher density of dislocations then
was the case for the crystal rolled to 10%. The disorientation
across the cell walls is less than 1 degree. Surveys of the crystal
with the diffraction beau shoved no differences of orientation
greater than I degree within the crystal in agreement with X-ray
diffraction date.

WIhen rolled to 50% reduction, the cells are found to be
elongated and the cell wells are aligned parallel to the rolling
direction. The elongated cells can be seen in Fig. 3. The cell
elongation is roughly a factor of 2 and appears to occur not so
much by the enlargement of the cells in the rolling direction as
by the breaking of cross tangles or walls to combine two cells into
one. Several examples of cross-wall breaking may be seen in the
figure. The width of the cells remains constant at 0.2-0.3 microns.

While the same elongated cell structure exists everywhere
within the sample, in certain regions of the crystal substantial
reorientations are found. The diffraction pattern in Fig. 3
illustrates the nature of the reorientation which may amount to as
much as 25 degrees. The diffraction pattern, which shows a
rotation of 10, encompassed approximately 15 cells. Since the
(100) plane is parallel to the plane of the sample, the reorien-
tation may be characterized as a rotation about an axis normal to
the (100) or rolling plane. The average angle of disorientation
per cell wall is 0.6-0.71

The regions containing the reorientations we have called
"transition bands". The transition bands alternate with regions
wherein there is no orientation shift and we have classified these
latter regions as "deformation bands"*. As far as can be determined,
the substructure in the transition bands is identical to the sub-
structure in the deformation bands. This situation changes,
however, with increasing deformation.

Figure 4 shows the structure of a transition band in a
crystal rolled to 60% reduction. The further elongation of the
cells into sub-bands is apparent as is the narrowing and sharpening
of the walls between the sub-bands. However, as seen in Fig. 5,
the cell struct. a within the deformation bands has altered
considerably in that the average cell diameter has been reduced to
0.1-0.2 microns and in many areas the cells have been filled with
dislocations. The diffraction pattern, obtained from this
deformation band, shows no significant orientation shifts.

Elimination of cells in the deformation bands is virtually
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complete at 70% reduction and the width of the transition bands is
considerably reduced as shown in Fig. 6a. This figure shows a
transition band and the orientations of the deformation bands on
either side of it (Figs. 6b and 6c) in a crystal rolled to 70%.
The transition band now consists of clearly defined sub-bands,
still only 0.2-0.3 microns wide, running parallel to the rolling
direction. Diffraction patterns show the deformation bands to
have (100) planes parallel to the plane of the sample and a change
in orientation of the [001] direction of about 40 degrees across
the transition band. This rotation occurs as a series of small,
discrete orientation changes associated with the individual low-
angle boundaries of the transition band. Since there are 18-20
sub-bands within the transition band, the average angle of dis-
orientation of the low-angle boundaries is approximately 2 degrees.
The [001J direction of the center sub-band is parallel to the
direction of the transition band and hence, parallel to the rolling
direction. The structure of the low-angle boundaries is shown in
Fig. 7 at high magnification. The structure of these boundaries
varies considerably from place to place as does the density of
dislocations within the sub-bands. Further examples of the
structures of the low-angle boundaries will be given later.

When rolled to 90% reduction, the transition bands become even
narrower although the width of the sub-bands remains constant. The
average angle of disorientation of the low-angle boundaries has
increased to 3-4 degrees. Figure 8a shows a typical example of a
transition band in a crystal rolled t. 90% reduction. The defor-
mation bands have (100) planes parallel to the sample (diffraction
patterns, Figs. 8b and c)and there is a change in orientation of
the [001] direction across the transition band of 15 degrees. This
relatively small change in orientation across the transition band
is frequently observed for crystals rolled to 90% reduction. In
many cases, in the more heavily rolled crystals, the transition
bands are split and the [001] direction of the center sub-band
does not always coincide with the rolling direction. In some cases,
where the transition bands are closely spaced, the deformation
band between them contains an elongated cell structure similar to
that observed in crystals rolled to 50% reduction. This effect is
not understood.

Repeated diffraction surveys of all the deformed crystals
show that the majority of the crystal is comprised of regions with
the (100) planar orientation but other orientations are occasionally
found that have their origin in the formation of mechanical twins
during rolling. Figure 9a shows a transition band and deformation
bands in a crystal rolled to 707 reduction. The diffraction
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patterns (Figs. 9b and c) show that the deformation bands have (111)
planes parallel to the rolling plane. The change in orientation
across the transition band is 21 degrees about an axis normal to
the (1ll) plane.

Many twins have been observed after reductions of 10-20% and
these should reorient during subsequent cold-rolling to place (111)
planes nearly parallel to the rolling plane. Diffraction patterns
of deformed twins observed in the electron microscope show these
to have (111) planes in the rolling plane and a <011> direction
parallel to a <011> direction of the matrix (9).

b. Textures of the Rolled Crystals

Up to about 50. reduction, the reorientation during rolling may
be characterized as a spread of the initial single crystal in two
directions about an axis normal to the rolling plane. At 50%
reduction, this spread is approximately 15 degrees in both directions.
Beyond about 50% reduction, the crystal begins to form two texture
components. The components are shown in the pole figure of Fig. 10
which shows the (200) poles of a crystal after rolling to 70% re-
duction. The initial orientation of the single crystal is given by
the open squares. The central portion of the pole figure was not
obtained since the symmetry of the orientation made this unnecessary.

The two components, A and B, are related to the initial orien-
tation by rotations of 25 degrees, both clockwise and counter-
clockwise, mainly about an axis normal to the rolling plane. The
dashed lines arbitrarily delineate the orientations of the major
components from the transition region (TR), the region of continuous
spread from the initial single crystal to the orientations of the
components.

Rolling to 907 reduction increases the rotation of the major
components away from the rolling direction to about 35* while
slightly increasing the spread away from the periphery of the pole
figure. There is a decrease in the volume fraction of material in
the transition region and an increase in the volume fraction
contained within the major components.

The presence of the major components in the rolled crystal
can be seen directly by proper etching of the rolled crystal.
Figure 11 shows the macroetched surface of a (100) [001] crystal
rolled to 70% reduction. The etchant reveals the cube faces; thus,
the edges of the pits are parallel to <001> directions. A (001)
direction in the region marked A lies at an angle of about 20
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degrees counterclockwise to the rolling direction, whereas, in the
region marked B, the 1001) direction lies at an angle of about 12
degrees clockwise to the RD. The regions A and B, of single but
different orientation, are the deformation bands. The narrow band
between A and B is the transition region of Fig. 10 across which
the change in orientation between adjacent deformation bands is
accomplished. As has already been shown in the examination of the
transition bands, the change in orientation between the deformation
bands is gradual and spread over a distance of about 5 microns in
crystals rolled to 50% to as little as 1 micron in crystals rolled
90%.

c. Substructure of Annealed Crystals

The changes that occur in the substructure upon annealing
crystals that have been rolled to reductions of 50% or greater may
be generalized as follows: a) a decrease in the width of the
transition bands (particularly in the case of crystals rolled to
50%), b) a sharpening of the low-angle boundaries, c) nucleation
of recrystallization grains within the transition bands, and e)
polygonization to sub-grains within the deformation bands.

Figure 12a shows a transition band in a crystal rolled to 50%
reduction and annealed for 15 min. at 600*C. The elongated cell
structure that comprised the entire substructure of the rolled
crystal is no longer present; instead, the transition bands consist
of numbers of clearly defined sub-bands, 0.2-0.3 microns wide,
separated by sharply defined low-angle boundaries. The deformation
bands are structureless, the cells having been replaced by a
general distribution of dislocations.

While the total width of the transition bands has decreased
for comparable changes in orientation of the [001] directions
(compared to the width of the transition bands in the rolled
crystal), and the width of the sub-bands remains constant, the
average angle of disorientation of the low-angle boundaries has
increased to 1.3 to 1.5 degrees.

The diffraction patterns in Figs. 12b and c show that the
deformation bands, Band C and B, on either side of the transition
band, have (100) planes parallel to the plane of the sample. The
change in orientation of the [001] direction across the transition
band is 28 degrees.

The nature of the rotation across the transition band is
shown more clearly by referring to Fig. 13 which shows a transition
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band in a crystal rolled to 70% reduction and annealed for 5 *in.
at 700"C. Diffraction patterns were obtained at points 1-5 and
show that within the deformation bands (points 1 and 5) and the
transition bands (points 2, 3, 4) (100) planes are parallel to the
rolling plane. The change in orientation of the [001] directien
occurs as step-wise rotations about the normal to the rolling plane,
for a total rotation of 47 degrees. The (001] direction in the
center of the transition band coincides both with the rolling
direction and the direction of the transition band. The number of
sub-bands in this transition band is 22; dividing by the total
orientation change of 47 degrees gives an average angle of dis-
orientation per low-angle boundary of 2 degrees. The nature of the
rotations across the transition band suggests that the low-angle
boundaries are tilt boundaries and should, therefore, consist of
edge dislocations. The structure of the low-angle boundaries is
shown more clearly in Fig. 14. This shows another area of the same
transition band shown in Fig. 13, but at much higher magnification.
The transition band is traversed by a very narrow twin (400
Angstroms wide) which was formed at the time the sample was being
thinned or cut in preparation .or electron microscopy. The twin
changes direction where it crosses a low-angle boundary; the
change in direction is a bend with the bend axis normal to the
sample surface. There is no apparent twist at the low-angle
boundary. Measurements of the twin's angular change at the low-
angle boundaries range from 1 to 3 degrees with an average bend of
2 degrees.

If one counts the number of dislocations per cm length of
boundary, then, from Db - 0 (10) for a simple tilt boundary,
values of 1 to 2 degrees are obtained. D is the number of
dislocations per cm of boundary and b is the Burger's vector (2.5
angstroms). Thus, electron diffraction, the change in direction
of the twin, and dislocation counts confirm the tilt nature of the
low-angle boundaries.

As was pointed out earlier, the transition bands in crystals
rolled to 90% reduction contain low-angle boundaries with angles
of disorientation of 3-4 degrees. When annealed, the angle of
disorientation remains constant as does the width of the sub-bands.

Figure 15a shows a typical transition band in a crystal rolled
to 90%. reduction and annealed for 30 sec. at 6570C. The deformation
bands, B and D, have (100) planes in the plane of the sample
(diffraction patterns 15b and d). The change in orientation of
the [001] direction across the transition band is approximately
35 degrees.
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d. Recrvstalliation

The most striking characteristic of recrystallization in the
rolled crystals is that of nucleation; nuclei are observed to
arise only within the transition bands. This is Illustrated in
Fig. 16 which shows the polished and etched surface of a crystal
rolled to 90% reduction and annealed for 1 min. at 650*C.

The broad bands are deformation bands and the narrow bands
are the transition bands. The recrystallization grains are either
contained within or are contiguous to the transition bands. Re-
crystallization did not occur within the deformation bands; however,
growth of new grains into the deformation bands occurred readily.

Recrystallization grains were easily identified in the
electron microscope by 1) the general configuration of the grain
within the transition band, 2) a very low density of dislocations,
3) a tendency to polish through at the boundary between the new
grain and the transition band, and 4) the presence of Kikuchi lines
in the diffraction pattern. Kikuchi lines indicate greater
perfection of the new grain as compared to the sub-bands of the
transition band (11).

One such new grain, approximately 1.5 microns wide, in a
sample rolled to 70% and annealed for 5 min. at 700*C, ie shown in
Fig. 17a. Diffraction patterns, obtained at point 1 (within the
transition band), at point 2, within the grain, and at point 3,
within the deformation band to the right of the transition band,
are given in Figs. 17b, c, and d, respectively. All three areas
of the crystal have (100) planes parallel to the plane of the
sample. Across the boundary between points 1 and 2 there is a
change in orientation of the [001] direction of only 2 degrees.
Across the boundary between the new grain (point 2) and the
deformation band, however, there is a change of 10 degrees in the
[001] direction. Since the planar orientation is the same, it is
evident that the new grain originated as a part of the transition
band. Furthermore, the disparity of the angles of disorientation
across the boundaries between 1 and 2 and between 2 and 3 indicate
that the point of origin of the new grain was adjacent to point 1.
The grain increased in width and the boundary 2-3 increased its
angle of disorientation as it migrated toward point 3.

The new grain, marked C, in Fig. 15a also has a (100) plane
in the plane of the sample as do the deformation bands on either
side of the transition band. It is obvious that grain C originated
near the right hand side of the transition band since the difference
in orientation of the [001] direction between C and D is only 3-4
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degrees.

The recrystallization grain always has the same planar orien-
tation as the transition band from which it originates. For
instance, Fig. 18a shows a recrystallization grain in a crystal
rolled to 90% reduction and annealed for 1 mwn. at 650*C. The new
grain, C, has a (111) plane parallel to the plane of the sample
(diffraction pattern, Fig. 18c), as do the deformation bands, B and
D, on either side of the transition band (Figs. 18b and d).
Regions and grains of this orientation are the result of the
formation of mechanical twins during the early stages of rolling.
The deformed twins recrystallize completely before recrystallization
even begins in the matrix. At the points of intersection of the
twins, grains of many different orientations are found.

It has been observed that nucleation occurs more often near
the edges of the transition bands than in the center. That this
is to be expected will be discussed later.

IV. DISCUSSION

a. Origin of Primary Recrystallization Nuclei

It is characteristic of the nucleus for primary recrystalli-
zation, in this particular system, to have the same orientation as
the orientation of the particular sub-band which served as the
point of origin of the nucleus.

This characteristic suggests that the nucleation event is the
result of the enlargement of a portion of a sub-band by migration
of the low-angle boundary separating the growing sub-band from
adjacent sub-bands in the transition band. Figure 19 gives an
example of low-angle boundary migration leading to formation of a
recrystallization nucleus in a crystal rolled to 70% and annealed
for 5 min. at 700*C. The low-angle boundary, which originally
separated the sub-band marked X from the adjacent left-hand sub-
band, has migrated to the point marked by the arrow 1. It has
combined with the existing boundary to form another boundary of
higher angle of disorientation. With this migration, a curvature
has been imparted to the connecting boundaries (arrows 2) such
that they must move in the direction of the arrows. Thus, X-
block will widen and lengthen at the expense of neighboring sub-
bands.

The angle of disorientation of the migrating boundary pro-
gressively increases as it crosses successive sub-bands; it
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encounters the polygonized deformation band as a relatively high-
angle grain boundary (see, for instance, Fig. 17). The arrows
marked 3, near the bottom of Fig. 19, show a region where parts of
a low-angle boundary have migrated across an adjacent sub-band in
an irregular fashion.

The driving force for migration of the low-angle boundary
derives from the difference in energy-density across the boundary
(12). The sub-band boundaries within the transition band add to
the driving force for growth of the nucleus. Thus, the recrystalli-
zation grains are generally long and narrow with points at one or
both ends (see Fig. 16).

The sub-grain boundaries within the polygonized deformation
bands also add to the driving force for growth once the nucleus
boundary reaches the deformation band; there are cusps where the
grain boundary intersects the sub-grain boundaries. These cusps
cause a curvature to be imposed upon short segments of the grain
boundary with the centers of curvature in the direction of
migration of the boundary.

This description of the nucleation event is based on the
supposition that the low-angle boundaries are mobile. As the photo-
micrographs and the diffraction patterns show, the low-angle
boundaries are tilt boundaries and, as such, they should be mobile,
according to Cottrell (13). Thus, it remains to determine the
mechanism by which such low-angle tilt bo, mdaries and the transition
bands are formed during deformation and how these boundaries might
be changed during the anneal. The following section considers a
mechanism for formation of the transition bands.

b. Formation of Transition Bands

The formation of the transition bands appears to occur as a
result of interactions of edge dislocations of different Burger's
vectors approaching each other along the two operative <111> glide
directions in each (110) glide plane.

In the early stages of deformation, the <111> glide directions
are symmetrically disposed with respect to the rolling direction
and (110) glide planes have the highest resolved shear stress.
Thus, dislocations with t1111 and t[1l] Burger's vectors, gliding
in the (101) plane, for instance, approach each other, the leading
edge components meeting to form a wall. This wall is shown
schematically as the center wall in FiE. 20. The following screw
components undergo cross glide on to (101) and other (110) glide
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planes and meeting another screw dislocation of opposite sign, are
annihilated. Left behind, then, in the original Slide plane are
equal numbers of edge dislocations with different Burger's vectors.
This basically is the mechanism of formation of cells as described
by Seeger (14) and examined by Swann and Nutting (15).

Thus, after a 10% reduction (see Fig. 1), the incipient cell
walls and tangles appear to consist of edge dislocations parallel
to several <112> directions. Also, the small number of screw
dislocations (parallel to the <011> trace) and the evidence for
abundant.cross-glide appear to substantiate the annihilation of
screw dislocations. The cell walls represent the early stages of
formation of the transition bands.

As the amount of deformation is increased, the <111> glide
directions begin to rotate away from the symmetrical glide position
to a position where glide occurs more readily along one of the
<111> directions than along the other. This rotation occurs in
different directions in different regions of the crystal. That is,
on the right-hand side of the cell wall, the rotation will be
clockwise and on the left hand side, counterclockwise. Referring
to Fig. 20, the succeeding dislocation walls will then contain
more edge dislocations of one Burger's vector and fewer of the
other Burger's vector. As the rotation increases, each succeeding
wall will contain fewer and fewer dislocations of one type.
Eventually, the low-angle boundaries near the edge of the transition
band will contain only one family of edge dislocations. If the
amount of deformation is sufficient to cause rotations of about 30
degrees (reductions beyond about 70%) the edge dislocations in the
low-angle boundaries along the edge of the transition band will
have Burger's vectors parallel to the rolling direction. In Fig.
20 these walls are adjacent to the deformation bands.

The dislocation structure of these outer low-angle boundaries
can be clearly seen in Fig. 21 there the boundaries in the bottom
left-hand corner of the photograph are adjacent to the deformation
band. This sample was rolled to 70% reduction and annealed for
1 min. at 700"C.

Within the deformation bands, glide occurs along a single
<111> direction and the cells are eventually filled with dislo-
cations. Because of this single glide, the deformation bands
retain a single orientation which gradually changes with increasing
deformation beyond about 50% reduction to provide the major com-
ponents of the texture. Since there are no significant variations
of orientation within the deformation bands there is no nucleation
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of recrystallitation grains.

c. Effect of AMnala n Struture of Tranitioa 3fdq

Anealing short of recrystallisation results to soam mo4i-
fications of the structures of the transition bands.

In the case of the crystals rolled to 507. reduction, the
transition bands become narrower and the low-angle boundaries
straighten and become more sharply defined. Also, the angle of
disorientation of the low-angle boundaries increases from 0.6-0.7
degrees (in the as-rolled crystal) to 1.5-1.7 degrees after the
anneal. The total change in orientation across the transition band
remains constant, however. There must be some combination of the
low-angle boundaries during the anneal to produce the higher-angle
boundaries.

In the case of the crystals rolled to 707. and 907. reduction,
however, there is no significant change in the angle of dis-
orientation of the low-angle boundaries during the anneal. In fact,
the only change in the structure of the transition bands in the
more heavily rolled crystals is the simplification of the structure
of the low-angle boundaries. This simplification is probably due
to the expul3ion of whatever screw dislocations might be contained
within the low-angle boundaries (16, 17) to convert them to pure
tilt boundaries during the anneal.

Since the boundaries near the edge of the transition band are
more likely to consist of a single family of edge dislocations, it
is expected that nucleation would occur in the sub-bar4s adjacent
to the deformation bands rather than within the center of the
transition band. The present observations indioate this to be the
case. However, the limited number of instances in which nucleation
is far enough along to be recognizable yet not so far along that
the new grain traverses the transition band prevents making a
sweeping generalization.

d. Other Mechanisms

It is possible that the above proposed mechanism for re-
crystallization holds only for the (100) [001] orientation in a
body centered cubic crystal or for other crystals under similar
conditions of symetrised glide. Mu (18), in a study of the
structures of rolled (110) [0013-oriented crystals of silicon-iron,
observed, upon annealing, rapid formation of sub-grains followed by
a slow increase in sub-grain size prior to recrystallLzation. He
postulated that sub-grains coalesced as a result of the disap-
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pearance of some of the sub-grain boundaries, the coalescence being
followed by rotation of the sub-grains. This same coalescence and
rotation mechanism was applied by Hu in an independent study of the
structures of rolled and annealed (100) [001]-orionte4 crystals of
silicon-iron (19). In that study he observed a grain with the (113)
orientation in a transition band with the (100) orientation and
suggested that the grain was formed as a result of very large
rotations of some of the sub-bands of the transition band.

In the present study, the recrystallization grains were always
observed to have the same planar orientation as the transition band
from which the grains originated, at least within the accuracy of
the electron diffraction measurements.

Weissmann, et al (16), and Fujita (20), in studies of the sub-
structures of cold-worked aluminum, observed that growth of sub-
grains during an anneal appeared to proceed by a gradual disap-
pearance of sub-boundaries, i.e., by coalescence of sub-grains.
The sub-grains became surrounded by high-angle boundaries, pre-
sumably as a result of migration of dislocations from the sub-
grain boundaries to some point outside the coalescing group of
sub-grains.

Votava (21) observed a cell structure in cold-worked copper
which polygonized to sub-grains upon annealing. However, the
recrystallization nuclei appeared suddenly and simultaneously with
polygonization. Baily (22) suggests that recrystallization in
deformed silver results from the migration of already present grain
boundaries but could not determine the source of the necessary
high-angle boundaries in heavily worked silver.

It seems that additional study will be required to provide a
detailed description of formation of high-angle boundaries when
sub-grains coalesce. Particular attention must be paid to the
presence and conditions of local curvature (23) at the points of
nucleation in view of the body of evidence suggesting that nuclei
are formed in regions where turbulent glide has occurred (24), i.e.,
where the lattice has become curved.

In he present study and in the study by fu (19), the
observations confirm the presence of the necessary regions of dis-
orientation required for nucleation.

V. SWIARY AND CONCLUSIONS

1. (100) [0013-oriented crystals of high-purity 3% silicon-
iron were rolled, at room temperature, to reductions of 10-90% of
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thickness. The structures of rolled and annealed crystals were
observed by means of transmission electron microscopy.

2. Cells are formed at low reductions (10-20%). The cell
walls consist mainly of edge dislocations parallel to <112>
directions.

3. With heavier reductions (up to 501), the cells elongate in
the rolling direction. In certain regions of the crystal there are
significant reorientations. The reorientation is characterized as
a rotation about an axis normal to the (100) or rolling plane.
These regions have been called "transition bands". The regions in
which there are no reorientations are called "deformation bands".

4. At 60-70% reduction, the elongated cells in the transition
bands become sub-bands separated by low-angle tilt boundaries which
have angles of disorientation of about 2 degrees. The elongated
cell structure in the deformation bands is replaced by a general
distribution of dislocations.

5. The low-angle boundaries in the transition bands in the
crystals rolled to 901 reduction have angles of disorientation of
3-4 degrees.

6. W~hen annealed, the low-angle boundaries of the transition
bands are converted to pure tilt boundaries. The deformation bands
undergo polygonization to sub-grains.

7. Nucleation of recrystallization grains occurs only within
the transition bands by a process of migration of low-angle
boundaries across adjacent sub-bands. The driving force for migration
derives from differences in dislocation density from sub-band to sub-
band.

8. The recrystallization grains have the same orientation as
the sub-band which served as the point of origin of the nucleus.

9. The majority of recrystallization grains have (100) planes
parallel to the plane of the sample. Occasional recrystallization
grains are observed to have orientations near (111). These are
found in conjunction with (11l)-oriented transition bands and
deformation bands located within deformed twins.

10. The proposed mechanism for recrystallization in (100) [0011-
oriented crystals of high-purity silicon-iron may not hold for
crystals of other orientations or for metals with different
deformation characteristics.
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1. Incipient cells and dislocation tangles in crystal rolled to
10% reduction. X 110,000.

2. Celle in crystal rolled to 201 reduction. X 100,000.
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3. Elongated cells in transition band in crystal rolled to 50%
reduction. Diffraction pattern shows nature of reorien-
tation. X 48,000.

4. Sub-bands in transition band in crystal rolled to 60% re-

duction. X 50,000.
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5. Dislocation structure and diffraction pattern of deformation
band in crystal rolled to 60% reduction. X 84,000.

/t
101

6. Transition band and diffraction patterns of deformation

bands, B and C, in crystal rolled to 70% reduction. X 19,000.
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7. Structure of low-angle boundaries in transition band in
crystal rolled to 70% reduction. X 100,000.

0[oo1

0 C

8. Transition band and diffraction patterns of deformsation

bands, B and C, in crystal rolled to 90% reduction. X 90,000.

197



S\[oIII

9. Transition band and (ll)-oriented deformation bands B and C.
(diffraction patterns b and c) in crystal rolled to 70%
reduction. X 24,000.

L I/

A~e

10. (200) pole figure of crystal rolled to 70% reduction. Open
squares give initial orientation, (100) [001].
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11. Macroetched surface of crystal rolled to 70% reduction.
Shows variety of orientations. A and B are deformation bands.
X 500.

[001]

12. Transition band and diffraction patterns of deformation
bands, 1 and C, in crystal rolled to 50% and annealed 15 min.
at 6019C. X 25,000.
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13. Transition band in crystal rolled to 70% reduction and
annealed for 5 mmn. at 7000C. Diffraction patterns taken at
points 1-5 to show change of orientation of [001] direction
across transition band. X 17,000.

14. Structure of low-anle boundaries in trsiton band in crystal
rolled to 70% and annealed for 5 min. at 7OVC. Narrow
band travers8Lu transition band is twine x 108.000.
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15. Transition band and recrystallization nucleus in crystal
rolled to 90% and annealed 30 sec. at 657"C. Diffraction
patterns b, c, d show (100) orientations of deformation
bands, B and'D, and nucleus, C.
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16. Polished and etched surface of crystal rolled to 901. and
annealed 1 mmn. at 650*C. Wide bands are deformation
bands and narrow bands are transition bands. Nucleation
occurs within transition bands. X 150.
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17. Transition band, recrystallization nucleus (2) and
polygonized deformation bands in crystal rolled to 70%
and annealed 5 min. at 7O0*C. Diffraction patterns show
orientations at points 1-3. X 19,000.
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18. (111)-oriented recrystallization grain and deformation
bands in crystal rolled to 90% and annealed I win. at
650*C. Diffraction patterns b and d show orientation
of deformation bands. X 10,000.
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19. Origin of recrystallization nucleus within transition
band in crystal rolled to 70% and annealed 5 min. at 700*C.
X 53,000.
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20. Schematic diagram of dislocation structure of low-angle
boundaries of transition bands.
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21. Dislocation structure of low-angle tilt boundaries
adjacent to deformation band in crystal rolled to 70%
and annealed 1 min. at 700*C. X 100,000.
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The Variation of Flow Stress with Substructure in
Tantalum

Walter S. Owen
Department of Metallurgy
University of Liverpool.

I. General Features

On annealing cold worked (90 percent reduction at 20°C) tantalum
(less than 160 ppm total interstitial i~ilrity) at successively higher
tenteratures four effects were observed In order of increasing
annc:;ling temperature:

1. The dislocation •fnsiti of the cold-worked foils was very high
(greater than 3 x 10 cm' ). It was difficult to resolve the
individual dislocations and no clear cell structure was observed.
On annealing for 30 minutes at 900 C there was some rearrangement
and annihilation of dislocations but o foriation of sub-boundaries.
The density decreased to about 9 x 10 cm

2. Annealing at temperatures between 9500 and 12000 C produced sub-
boundary networks whica were very regular at the higher tem.)eratures
in the range (Figure 1). More than 60 :ercent of the networks were
of the (<11)/!<i00> type.

3. At higher annealing temer..-tures coarser networks were Lroduced,
corresponding to a decrease on the angular misorientation across the
boundary. There was a small decrease on the average dislocation
density.

4. No networks were foued in sý.ecimens annealed at still hi-her
temperatures (up to 1700 C) and there was a very marked decrease in
the average dislocation density.

The processes overlap somewhat and the annealing temperature at which
each effect was observed varied appreciably with the .urity of the tantalum.
In the most impure material (147 ppm oxygen, 160 ppm total impurity) effects
2 and 4 occurred at the lowest temperatures and the average dislocation
density decreased most rapidly with incre sing mnnealing temperature.

209



2. The Change of Substructure on Deforming Annealed Foils in Tension

The sequence of changes in the substructure on deforming annealed
foil *i• Onsion at constant temperature is similar to those observed in
iron"T213, but there are differences in detail.

After 1.6 percent strain at 2930 K many straight dislocations were
obrerved and the start of networc disintegration was detected in relatively
pure t ntalum (Ta-LI containing less than 35 ppm total inti 6stitial
impurity) with a high initial dislocation defpsity ( 5 x 10 cm- ). In the
annealed s ecimen most of the dislocaticns were in well developed networks
althou-h there were an ap-reciable number of rdndom dislocations. Very
few reiular networks remained after 2.0 -ercent strain and a number of
tangles of dislocations nad formed. There was some indication of cell
for-ration although it was not ,ossible to estimate the cell size. After
4.6 percent strain the cell structure was better defined, the cell dia:.eter
being about 0 . 3 1A, and taere were extensive dislocation t..nrles. The cells
were clearly defined after 7.3 percent strain and tie dian.eter was about
0.2/•(Figure 2). However, unlike iron deformed at the same temierature,
after further strain the cells started to break-us;. Ulthough some evidence
of cells remained after 10.6 percent strain the dislocation distribution
was much more uniform than after 9.2 percent. After 12.2 percent strain
the cell stricture had disappeared and the dislocation density was uniform
throughout the s9ecimen (Fig~ire 3).

The strain at which tangles and cells forru is E-reatly influeaced by the
initial substructure. A dilute t. .talum-oxygen alloy (Ta-A4 cqntaiing 147
ppm oxygen) annealed t give a low dislocation density (1 x 107 cm- )
arranged randomly showed only slight evide,,ce of cell forma'ion aiter 10.0
Serc3nt stxin at 2930 K although there was a marked jncrcase in the dis-
locat.ion entan-le..:nnt (iigure 4). This contrasts with the same alloy
annealed to a Ai h dislocation de,.sity, with .ll the dislocations in well-
formed networks, which ;roved re.. arably resistant to disintegration on
straining. Lven after 11.0 percent strain some of the original networks
could still be observed. In Nigure 5 a network surviving after 6.7 percent
strain is shown. Although the network is still intact the surrounding
..reas show obvious signs of deformation. Thus, it seenis that, in genera).,
hi-h dislocation density s_:ecimens form tangles and subsequently cells more
readily than those with low initial density, but anne-.led-in networks vary
,:gnific ntly in their aiility to withstand disintegration. Comparing t
ge.eral dfer-ation structures in tantalum with those described for iron

it seems that tantalum deformed at 293 K corresponds to iron deformed at a
teim7)erature 1000K or more higher. Since the melting point of tantalum is
appreciably ,igher than that of iron this difference is not surprising.

Several sources of dislocation multiplication have been identified.
Profuse T.neration of dislocations has been observed in the vicinity of the
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intersection of a slip band with a dislocation network (Figure 6). Xt seems
that when a network is broken up by a slip band cutting through it many new
dislocations are produced. In addition, it was observed in all the specimens
that as the deformation was increased the grain boundaries became thicker
and more fuzzy due to the accuaulation of dislocations aloag the boundary
(Figure 7). It is not clear where these dislocations originate but it seems
unlikely that they are formed by the blocking of a slip band because when
this occurs the new dislocations can be clearly seen and they are more
widely dispersed (Figure 8).

3. The Variation of Flow Stress with Dislocation Density

The average di 10cation density was measured, by the method described
by Keh and Weissman , as a function of flow stress for two spec~mens 2 of
Ta-.-4 with the same grain size, one (Ta-E4 LD) with a low (1 x 10 18 m- 22and
the other (Ta-F.4 HD) with a high density of dislocations (1.6 x 10 cm
In the low density material the dislocations were random dnd in that with a
high dislocation density almost all of the dislocations were in well-
developed networks. The mechanical nd thermal treatments are given in
Table i. Ta-..A LD was tested at 293 K, and 2400 K and the other sý.ecimens
at 293 K only.

The stress-strain curves are shown in Figure 9. As with all poly-
crystalline dilute tantalum alloys tested in this and other investigations
the logarithm of the true stress dvaried linea•'ly with the loearithm of the
true strain E when the strain was greater than the Luders strain. Thus, the
strain-hardening curve could be accurately represented by:-

S- K6n (1)
f

where K is the strength constant and n the strain-hardening index. Values
of the flow stress at zero plastic strain e were obtained by logarithmic
extrapolatio bob the strain hardening curve to the intersection with the
elastic line I. Values of the lower yield stress d', dr, K and n are
listed in Table 1. Changing the initial substructure (9omp Ta-EA LD ang
Ta-A HD) produces only a very small difference in the yield stress at 293 K
but the difference in e is appreciable. Clearly, d! , K and n are
markedly affected by theffntgjal substructure. Many ded*rminations of ',
which is equivalent to e , have been made on other materials using tie
Petch extrapolation whichf8epends on

d, a " + k d4i (2)
y ei y

where 2d is the grain size and k a locking parameter. This method cannot
be -sed to study the effect of elbstructure on the yield parameters because
of the ,•ractical difficulty of maintaining a constant dislocation arrangement
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and density in a series of specimens with an appreciable range of grain ase.
When the grain alse range is established by awaoaling eo**ldiked taatal=
at successively higher temperatures the Petch method measures some averaged
value of r vwht is bigher than Or measured by extrapolation of the strain
hardening at;; In iron s~ecivme, which usually go through a phase
change during the annealing to establish the grain size, the variation of
substructure with annealing temperature is not marked and there is ood agre-
ment between g(I the Petch inethod and 6fo by extrapolation of the strain-
hardening curve "

Following Koh and Weismu(!(4) the flow stress for Ta-9 4 LD and Ta-.4 HD
was plotted as a function of N , where N is the average dislocation density,
and all the tantalum specimens were found to approxiate to the empirical
relationship

-f. (r ,k(G bIN' (3)

where 6 and e. are constants, G is the shear modulus and b the Burgers
vector (tigure 10). A relationship of this form is predicted by several
different strain hardening theories but the models on which the theories are
based relate to the second stage of linear hardening of a single crystal and
the extension of these ideas to the non-linear hardening of polycrystals is
of doubtful significance. Further, to interpret equation 3 in these terms an
assumption is necessary about the fraction of dislocations which are mobile
or the ratio between the dislocation density of the tangled regions and the
average density. In polycrystalline tantalum specimens the dislocation
geometry changes markedly with the preliminary mechanical and thermal treat-
ment and with strain during testing and thus a simple assumption of this
type does not appear to be(41stified. The problem has been discussed in
detail by Keh and Weissean " However, equation 3 is a useful empirical
refresentation of the results and it enables the flow stress at zero strain
a to be obtained by a third method. df is the stress corresponding to
thLkinitial dislocation density N . Valull of d' obtained in this way are
given in Table 1. The values fro& equation 3 areft little greater than those
from the stress-strain curve but the agreement is fair.

The variation of average dislocation density with strain could be
represented by a simple power relationship (Figure 11)

N . C a (4)

values of C and a are given in Table 1. A aim.Wr result has been found for
Iron and, by etch-pit counting, for mild steel * Hahn replaces the total
strain 6 by the elastic strain F , but as the elostic strain is small
compared with F over the range oithe experimental measgments this sub-
atitution does not make a significant difference. Hahn has advocated the
use of
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x-N - C' a,(5)

The data for tantalum are plotted in this way in Figure 12. Lach increment
of strain is proportional to the numer of moving dislocations N and the
slip distance 1, L= N b 1. At 293 K a or a' is nearly unity fAr both the
idgh and low initial Ainsitly specimens indic-ting thzit t±e product Nm 1A is
constant or, if the difference in the slip distance is assumed to be small,
that the ratio of moving to static dislocations is independent of initial
substructure. The fraction :f dislocations moving can be assumed to be
independent of the strain only if thg slip distance is independent of the
avera:e dislocation density. At 240K the situation is quite different,
the strain varying apgroximately as the square root of the dislocation
deixity. Thus, the product N 1/N varies with strJin but without exact
knowledge of the change in sldp dist.nce with strain and temperature no
deduction about the effect of these variables on the fraction of dislocations
moving cau be made.

If equations 1 and 4 are judged to be a correct re.,resentation of the
data then, eliminAting t,

a-n n

K KCn Na (6)f

Not surprisingly, since 6, N and E are all taken from the same collection
of interrelated data, the £xperimental results fit this relationship (Figure
13 and Table 1). Of course, equation 6 is not compatible with equation 3
since j a 0.5. The values of d. , the stress corresponding to a dislocation
densit1 N4 , cbtained from the dall plotted in Figure 13 (equation 6) are
riven in Table 1. These are probably more reliable tham those obtained
from equation 3.

¶Me 81i•ific-€ne of 6

In the equation used by Keh and Weissman (equation 3) 6f when
if - 0 and 6' sight be considered to be the Peierls stress. Howev~r, or
defined in t~is way varies over a wide range when tan initial subetructupe
is chaneed (Figure 10 and Table 1). This, togetsier with tie objections to
the application of this formula to polycrystalline material, suggests that
no physical meaning can be given tc, this d. Equation 6 is also
unsatisfactory because neither of the equatdons from -whica it is derived
(equations 1 and -.# take account of the Peierls stress. However, the fact
taut these equations afe*ar to be a good representation of the exiyerimental
data indicates that the Peierls stress is small compared with e1o"

In the absence of a firmly-based equation relating the flow stress and
the average dislocation density &,n attempt to assems the Peierle stress by a
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more circuitous route appears justified. Previously, d' has been defined
an the point satisfying simultaneously equation 1 and tht&`*stio equation

where X is Young's modulus (Figure 14) and

o .euRl (8)
fo

However, if it is assumeo thLt 06 is the sum of two stresses, the Peierls
stress • n Mnd the stress o' req&lred to move a dislocation through the
axinealed-hn substructure, th! relat'ion between the elastic line and the
strain-harderAng curve may be an represented in Figure 15. 4" is the strain
introduced into the specimen by building up the dislocation dInsity from ser*
to Ni. Hypothetically, if this is done vithout any dislocation interaction
the stress required would be 0 . Then, o' now defined as the stress at
which the elastic line (equatiot ?) is tangeniii to the strain-hardening
curve

0 r . K ( E (- E)n (9)
f 0 0

becom.es
1 -.j n

, = •6 +K•-nK ,el l-n (10)
fo 0

p.erim.nt.lly, the stresses f' and str•ns r can be me.-sured only at strains
larger th-n the Luders strain. fIn these circumstances, if it i.,: assumed
that r ..>>, 4 and t ), E equation 9 reduces to eouation 1 and n andAK can
be detefýlnel exjerimentaly. Fqation 1 fits the strain hardening curve very
closely su&,.osting tnat at large strains this a~-•roximation is reasonable.
The second telm on the right-hand side of equation l0 differs from the rIght-
hand side of equation 8 onL by the factor i- * For tzn.talum tested at 293*Knn
" has values between G.1 .nd 0.3 depeading ukon the initial substructure and

"n1-n varies between 0.77 and 0.60. Probably the least ambiguous method of

determining e ex,.erimentally is from the data in Figure 13, taking 0.fo
as the stress corresonding to N4. Since the value from equation 8 (that
is logarithmic ext:.-polation of he strgss.-strain curve) agrees fairly wel
with tUis vaue the decreace due to in must be approxim..tely compensated

by the introduction of 6 into equation 10. 7mt is, between about 60 and
75 .-ercent of d4 "t 293 K is due to dislocation interaction.

fo
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Values of * from the tantalum data obtaincd by ta.ng e , from the
plots of in 1!r vgrsus in N, and n and K from the aj'plication of equation 1
at lar,-e valuel of f are g.ivo.a in Table 1. The values of <'0 for the high
und low desisity s. )cimens tested at the same temperature a,:ree within the
ex. erimental error and it &L.pears that furt-.er exploration of these ideaA
is justified.

The ex.:erimental results cuotad in this paper are taken from work by
D•'. D. Hull and :1r. I. lcIvor which is still in Iroeress. The work is
supported by the United States Air Force under contract AF33(616) - 6838
Materials Laboratory, :i.A.D.C., Wright-Patterson Air Force Base, Chio;
Manlabs Inc., Subcontract No. 105.
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Table I

TaE4 LD Ta-E4 HD

Treatment Cold-worked 90 Cold-worked 90
percent. Annealed percent. Annealed
l750OC for 6 min. 1750 C, 6 min.

Cold worked 2 percent
Annealed 10009C,
1 hour

Grain-sis, d"• -4 2..8 2.8

Initial dislpoation density 1.0 x 109 1.6 x 1010
Ii' c.

Initial dislocation arrangement Random Networks

Test Tomperature 240K 2930K 2930K

Stress-strain curve

61 -2
y gm_ 26.8 22.2 22.6
5 g 19.6 14.7 19.9
.. c.g.s 8.3 x 107 8.5 x l10 3.2 x 10'

Ay 0.12 0.25 0.13

Equation 3

6 g o21.6 15.0 19.0

6 gm2 0.07 o.34 0.08
S g 21.7 15.8 21.7

F1 u 13
fo -2 22.5 16.4 22.4

Equation 4

C 5.3 x 1013 5.3 x 1011 1.3 x 1012

a 2.2 1.2 0.8
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Table 1 (continued)

Equation 5: C' 5.3 x 1013 5.3 x loll 1.9 x 1•2

a' 2.2 1.2 0.9

n/a from equation 6 0.06 0.21 0.16
n/a from Figure 13 0.07 0.17 0.15

Equation 10
C< x -2 7.9 7.1 7.6

0
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Figure 1. TaElAnealed 1200 0 C. Figure 2. TaEl Annealed 1200 0 C,
X50, 000 Deformed 7. 30% in tension.

X40, 000

Figure 3. Ta.E1 Annealed 1200 0 , Figure 4. TaE4 Annealed 17500
Deformed 12.2%6 in tension. Deformed 10. 0% in tension

X40, 000 X40, 000
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Figure 5. TaE4 Annealed 1000°C, Figure 6. TaE4 Annealed 1000°C,

Deformed 6.7% in Tension Deformed 6.7% in Tension

X40,000 X40, 000

Figure 7. TaEl Annealed 1200'C, Figure 8. TaE4 Annealed 1750 0 C,

Deformed 10. 6% in Tension Deformed 4. 3% in Tension

XZO, 000 X60, 000
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DISLOCC TICN ARRANGEMENT III COPPR STNGLE CRVSTALS
DE PC9RE) AT LCW TEr,?4FRATTTRES

Z. S. Basinski
National Research Council, Ottawa, Canada

The phenomenon of the plastic deformation of crystals, and,
in particular, the aspect of work hardening, presents a very complex
problem. To understand it we must explain the macroscopic
observations, such as the stress strain curve with its dependence on
temperature, strain rate, crystal orientation and impurity content,
and also account for the various microscopic features such as the
development of particular substructure, surface observations, etc.
This would apply even if we are trying to explain the behavlour only
of a particular crystal type, e.g., f.c.c.

In recent-years, direct observation of thin sections of
deformed crystals by transmission electron microscopy has been added
to the already large arsenal of methods used in the study of plastic
deformation, and, for a while, it appeared that the problem was
almost solved. However, it now seems that the additional data only
show that the process is much more complex than had been envisaged.
The existing explanations of the work hardening process fall into
several groups based on different structural models, and it should
be possible to assess the validity of these on the basis of experi-
mental observations. However, very often the experimental
observations are inconclusive and critical experiments, for many
reasons, are lacking.

Thin foil techniques suffer from the danger that the
observed dislocation distribution may not be representative of the
bulk material. Slip line measurements, on the other hand, are made
on the surface region which may be atypical. Macroscopic deformation
behaviour can be inCluenced by even minute amounts of impurity. It
therefore seems advisable to collect as much information as possible
and assess it carefully.

The present work deals with the deformation behaviour of
Cu single crystals as studied 6y a combination of slip line
observations, etch pit techniques and transmission electron
microscopy. Copper crystals of preselected orientations were grown
from the melt in 7raph4.te molds. The copper used was 99.9991, from
American Smelting and Aerining Company. To reduce the number of
possible variables, the stress strain curve was obtained at low
temperatures (usually 4.20K), the effect of diffusion during
deformation could then be neglected. Since warming copper specimens
to room temperature for subsequent study did not affect either the
flow stress or rate of strain hardening (Blewitt et al, 1957),
subsequent changes are therefore not considered to be of major
importance. After deformation the crystal was sliced to desired
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orientations using a Servomt spark cutter modified to give a spark
ene•y of about I erg per spark. The temperature rise 1/10 - from
th race being out was loss than 15C0, and the spark damage
doterminod by dislocation etch pit counts on well annealed crystals
was confined to a depth of long than 1/10 =n Specimens were
prepared from the slices by the method of Viledorf ot al (1958) and
examined in a Siemens Blmiscope I operating at 100 K.V. Specimens
wore examined in various reflections to determine the 1urgevs
vectors of the dislocations present. The relative distribution of
dislocations in three dimensions was determined by preparing stereo-
hotographs, (Basinaki, 1962). using a Valdr6 goniometer stage
1962).

Itch Pit Measurements

The variation of dislocation density and distribution was
studied by various authors, (e.g. Livingston, 1962; Young, 1961;
Hordon, 1962). Livingston's data show that the flow stress
correlates quite well with dislocation density except in the early
stages of deformation of crystals oriented for single glide, where
the etch pit density is somewhat high.

The orientation of the crystals used in the present work
was almost identical with the single glide crystals of Livingston,
the tension axis lay 8° away from the (110> direction on the great
circle between the corner of the standard triangle and the slip
direction. Etch pits were examined both on the cross glide plane
and on the main glide plane to examine the difference between
dislocation density lying in and threading the primary glide plane.

Pig. 1 shows the plot of the etch pit density versus flow
stress. Livingston's data are included for comparison. In general
the forest density is somewhat lower than the dislocation density
lying in the main glide system; this difference decreases at higher
stresses. No sign of a systematic deviation in the flow stress-
density relation occurs for the forest dislocations although it is
desirable to check this point further by making more measurements at
lower stresses. The distribution of the etch pits on the cross and
main glide planes is markedly different. Those on the cross glide
plane are nonuniformly distributed and show alignment along the
traces of the main glide plane, glide polygonisation, and an
increase in etch pit density near subgrain boundaries. These
observations are in agreement with Livingston's work. The
distribution of etch pits on the main glide plane, on the other
hand, is much more uniform, no increase in etch pit density near
sub-boundaries is observed (Fig. 2).

The absence of an increase in etch pit density near the
sub-boundaries on the main glide plane indicates that dislocations
of the secondary system move a distance short in comparison with the
mean sub-grain size, and in spite of their comparatively large
number presumably do not contribute appreciably to the overall

228



strain. This would appear to remove an important dift~ioulty facing
the observations, arising from the fact that the lattice rotations
produced during deformation are well accounted for by assuming
deformation on the primary system only, (e.g. Ahlers and Haasen,
1962). especially since the X-ray measurements wo.lld be insensitive
to small amounts of strain occurring on other systems.

Further evidence for the activity of slip systems other
than the primary one, even in the early stages of deformation, can
be obtained from slip line observations. Pig. 3 shows slip lines on
the cross slip plane of a specimen deformed to 345g/mm2 • Since the
slip direction here lies in the plane of observation the primary
system cannot produce any visible surface changes.

Foil Observations

Specimens deformed in easy glide show mainly edge
dislocations belonging to the primary glide system. These, as
expected from etch pit data, are distributed extremely unevenly with
large areas of the foil being completely free of dislocations. Fig.
4 shows a region having a high density of dislocations. The primary
glide direction here is vertical and the dislocations have a form
strongly resembling the "dipoles4 observed in fatigued specimens
(e.g., Segall, 1959), and in specimens deformed in tension, (e.g.
Wiladorf and 'qilsdorf, 1961). On closer examination it is apparent
that these are arranged in dense walls which contain not only
dipoles but also single edge dislocations.

Occasionally the dislocation-free regions on either side
of the wall have different contrast resulting from an excess of one
sign of Burgers vector causing lattice tilting; but in most cases
no difference in contrast is observed, indicating that the lurgers
vectors of the dislocations in the wall add approximately to zero.

Another type of defect visible at this stage are straight
faint segments of dislocation which end within the crystal. These
invariably run along two of the -110> directions lying in the slip
plane other than the slip direction. They have been shown (Howie,
1962) to be very narrow dipoles bounded by Frank sessile
dislocations.

A very characteristic feature recurring in most of these
photographs is the coincidence of dipole ends and other features
along certain cross slip planes. The imperfect alignment of these
ends in the two dimensional photographs can be seen in three dimen-
sions to be due to the different depth of dipoles in the foil. These
"slicing planes" are indicated by arrows in Fig. 4. Long dipoles most
therefore have been out into shorter pieces by slip occurring on
cross slip planes. Since there is no evidence left at the ends of
cut dipoles of trails which would indicate distributed slip,
relatively large amounts of slip must have occurred on isolated or
very closely spaced planes. The direction of this slip must have
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had at least a component normal to the glide plane to account for the
cutting of the dipoles.mud displacing single dislocations into
planes above or below their original plans (e.g. A in Pig. 4)o

The dense regions of dipoles invariably show complex
Interactions along such a "slicing plane* (B in Fig. I4) and very
often show there dislocations with different Burgers vectors (PIgo
5). These types of Interaction can also be %learly soon in Pig. 6
obtained from a specimen strained to 31Og/s•m, and in fact on most
photographs at this, and higher strains. This observation strongly
suggests that the short dipole loops commonly seen, especially at
higher strains, in deformed crystals result from chopping much
longer dipoles probably formed originally by the lining up of edge
dislocations, and not by repeated cross slip mechanisms (e.g.,
Johnston and Gilman, 1960) or dislocation interaction mechanisms
proposed by Tetelman (1962).

A large number of short dipoles were usually observed in
the vicinity of sub-grain boundaries, as can be seen in Pig. 7, The
sub-grain boundary was identified by developing etch pits on the
specimen after observation in the microscope, the boundary was seen
to cross the carbonised region. These dipoles would appear as dense
etch pits near a sub-boundary on the cross slip plane, but not on
the main glide plane.

Stage II General Features

The following section refers mainly to work carried out
with Dr. D. B. Dove, (to be published).

Electron microscopic observations on copper specimens from
strip crystals deformed at low temperatures (78°K and 4.21K) in
Stage II show dense dislocation tangles which tend to lie on planes
parallel to those for which the resolved shear stress is high.
Similar observations were made by Howie (1960) in CuAl alloy
crystals deformed at room temperature.

For crystals oriented for single glide most of the tangles
are parallel to the primary glide plane, but some do lie on other
planes; the frequency with which they occur being approximately in
proportion to the resolved shear stress on that particular plane.
Fig. 8.

The presence of strong contrast indicates that the
dislocations in a tangle cause appreciable lattice rotation across
it. This rotation was analysed in the electron microscope by
examining the relative displacement of Kikuchi lines resulting from
scattering by portions of the crystal on either side of a dense
dislocation tangle. In every case examined the rotation axis
appeared to lie in the slip plane (i.e. the plane of the tangle)
normal to the slip direction. This, in fact corresponds to the
rotation axis which is known to occur in the kink bands. Here,
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however, the boundary lies in the slip plane and not in the plane
normal to it. The displacenent of Kikuchi lines gives information
on only two components of rotation, the component parallel to the
electron beam is difficult to determine, and in order to check
this some slices were cut having normals, (a) in the slip direction,
and 1b) lying in the main glide plane and perpendicular to the slip
direction. Strong contrast across dislocation walls in specimens of
the first type, and almost complete absence of such contrast in
specimens of the second type, viewed in various reflections,
supports the original conclusion.

When the crystals are oriented for double glide the
dislocation tangles present a very striking cross-grid pattern
(Fig. 9).

There does not seem to be much reliable evidence on the
Burgers vectors of dislocations lying in these tangles. One
important question is what proportion of the dislocations have
Burgers vectors belonging to the primary slip system. Pig. 10 shows
a specimen photographed in the reflection of the primary slip plane;
all dislocations having Burgers vectors lying in this plane are
therefore not visible. It is apparent that there is a very large
number of dislocations belonging to systems other than the primary
glide system. A striking feature of this figure is that even though
the primary glide dislocations are absent, it is very easy to pick
out the traces of the primary glide plane. It may be concluded from
this feature that a relatively large number of sources on the
secondary systems emit a small number of dislocations which travel
short distances, rendering the deformation here much rore
homogeneous, and making its detection by either slip line studies or
lattice rotation extrerely difficult.

Photographs of specimens obtained from the surface regions
of crystals deformed in Stage II show that the dislocation
distribution there is quite different from that in the interior of
the cr~stal. Fig. 11 shows part of a foil polished from one side
only. Slip lines, due to changes in thickness, are clearly visible.
In spite of the close correlation between the prominent directions
on the surface and in the interior of the crystal, there is very
little correlation between slip lines and the crystal just under-
neath them. The dislocations here are less tangled and are arranged
approximately at random. That the material just under the surface
is atypical is hardly surprising since not only are the dislocations
near the surface subjected to image forces which may modify their
behaviour, but also a large number of dislocations leave the crystal
to produce slip bands. Whereas in the interior of the crystal
dislocations travel in both directions, unless a large number of
additional sources operates at the surface (corresponding to the
number contained in a slab whose thickness is equal to the
dislocation mean free path), the loss of dislocations at the surface
must be compensated by an increase in the distance travelled by the
dislocations in this region.
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Dislocation Networks In the Main Glide Plane

To attempt to olucidato the nature of the donse dislocation
tangles sections of the crystal were out parallel to the main slide
plane, from crystals stretched up to about 1.7kg/mm'. Several
distinct types of dislocation arrangements were to be observed. One
feature is the three dimensional networks containing a large number
of short segments of Oottrell-Lomer dislocations. These result from
reaction at the intersection with both the conjugate and critical
slipplanes, however, specific areas usually contain a predominance
of one type. Fig. 12a shows a typical example of such a region. In
Fig. 12b, the Cottrell-Lomer dislocations are invisible.

In some regions, portions of the crystal which are
reasonably free of dislocations are separated by long narrow tangles
lying along the traces of the highly stressed secondary slip plane
(Fig. 13). These presumably occur when sections are out between the
dens networks of the main glide system, and show a section through
a steeply inclined secondary glide tangle. Here a large number of
edge dislocation dipoles belonging to the primary glide system is
visible, and suggests quite an extensive crossing of these tangles
by primary glide dislocations. This is rather similar to the large
number of primary glide dislocation dipoles associated with the sub-
grain boundary, as in Fig. 7.

In some areas dense patches of short dipoles were observed.
As expected the Burgers vectors of the dislocations comprising them
always lay in the slip direction.

Preliminary observations on a crystal whose tension axis
lay in the <21I> direction indicate that the distribution of dis-
locations here is not fundamentally different from that in crystals
oriented for single glide. In this case, however, mainly Cottrell-
Lomer dislocations resulting from interaction with the conjugate
system were observed. So far, no dense networks were seen in which
the Cottrell-Lomer dislocations completely predominate. This may
not be significant since the number of specimens of this
orientation examined was small.

Sections parallel to both of the active glide planes
showed also dipole patches in each case lying in the plane of
observation. Here too, as in easy glide of crystals oriented for
single slip, the "slicing" on the cross slip plane could clearly be
seen. An example is shown in Fig. 14.

Discussion

From the data presented it appears that in copper crystals
deformed at low temperatures in Stage I most of the dislocations
remaining in the lattice are edge dislocations belonging to the
primary slip system. Comparison of the dislocation densities
obtained from etch pit data, with the strain, gives for the
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dislocation mean free path, X % 6 , the sur•pisingl large value of
2-4 ma. This may be compared wita a value of about 21 obtained by
Wiladorf and Soaumits (1962) in aluminium deformed at room tempera-
ture. Although the estimate for copper may be somewhat high, since
dense clumps of edge dislocations may not be resolvable into
individual etch pits, it is %mprobable that this would account for a
difference of a factor of 10'. It is difficult to estimate the
dislocation density in Stage I from thin foils because of the very
nonuniform distribution. However, in Stage IT the densities from
thin foil counts and etch pit coulnts agree to within a factor of 2.
It therefore appears that the discrepancy must lie in a difference
in both material and the temperature of deformation. The large mean
free path of the dislocations in easy glide is also indicated by the
large scale crossing of sub-boundaries. It is not clear at present
whether screw dislocations are not visible because they cross slipped
during deformation or because they are lost from the foil during
thinning.

In spite of the long mean free path, the dislocation
density on the primary glide plane is still larger than would be
expected from the flow stress. These dislocations therefore cannot
harden the crystal very effectively. It is often asserted (Seeger
et al, 1961) that the forest density does not increase during easy
glide and only slowly even in Stage TI. These authors assume that
the temperature dependent flow stress comes from the forest
contribution and the lack of its increase in easy glide is taken as
evidence of no increase in the forest density. Recent work
(Basinski and Dove, to be published) has shown, however, that the
flow stress ratio in the early stages of deformation is extremely
sensitive to small amounts of impurity, and therefore the forest
contribution to the temperature dependent flow stress may be
completely swamped by the impurity contribution during easy glide.

The preset,, results leave little doubt that the forest
density does increase during deformation.

Several mechanisms have been proposed for the formation of
dislocation dipoles, sometimes called prismatic loops, during
deformation. The first mechanism considered by various authors,
(eeg. Johnston and Gilman, 1960; Price, 1960; Wilsdorf and Fourie,
1960) envisages cross slip by a screw dislocation with the formation
of a large jog which during subsequent glide gives rise to a
dislocation dipole. Cross slip to the original plane then completes
the process producing a prismatic dislocation loop. It is difficult
to see how a large length of dislocation would cross slip
simultaneously; and cross slip by a short segment would produce two
dipoles of opposite sign close to each other, which could then easily
mdahilate by gliding during subsequent daformation. Furthermore,
resross-slipping of amorew dislQcation to its original plane appears
to be a rather improbable process. A more plausible mechanism
proposed by Tetelman (1962) envisages an elastic interaction between
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dislocations having an edge component and lying on a parallel glide
plane, followed by cross slip of the screw components separating a
prismatic loop.

The perfect alignment of dipole ends on a particular cross
slip plane almost invariably observed, however, supports the view
that the mechanism of this loop formation may be much simpler. Udge
dislocations mainly during Stage I of the deformation get stopped by
other edge dislocations producing reasonably long dislocation walls,
which subsequently get cut into shorter pieces by slip on the cross
glide plane. A large number of short dipoles could be produced by
such a process. Since the long range stresses would favour the
formation of edge dislocation tangles composed of dislocationsof
opposite signs we would expect that dipoles would predominate over
single dislocations in such a wall.

With increasing deformation in Stage II the relative
prominence of the dipoles decreases rapidly and it is quite probable
that not many of them are formed once the other systems become more
active, and that the dislocations in Stage II are stopped by other
interactions.

Stage II

The most noticeable change in the dislocation arrangements
with the onset of Stage II is the increaa~ng appearance of
dislocations with Burgers vectors other than that of the main glide
system, until, at stresses of about 2 - 3kg/rm2 the predominance of
dislocations of the primary system over any other seems to be almost
lost. At first sight this observation may seem rather surprising In
view of the fact that most of the strain appears to have been
produced by the operation of the primary systems in crystals
oriented for single glide. But, unless the slip on the primary
system is distributed extremely homogeneously, or the slip
displacement continues in each packet right across the crystal,
large accommodation stresses will be present which can only be
relieved by glide on secondary systems. Reactions between the
primary and secondary dislocations then could produce the networks
observed in Stage II. The presence of tangles in crystals deformed
at liquid helium temperature shows that interaction with point
defects ('1ilsdorf and Wilsdorf, 1961) is not necessary for their
formation.

The lattice rotations observed around the (211direction are
surprising since it is not easy to see how a simple dislocation net-
work could produce them without involving a prohibitive amount oflong
range stress. However, Cottrell-Lomer barriers lying in both of the
possible directions were observed and it can be shown that a combina-
tion of these with some screw dislocations derived from the two other
slip directions lying in the primary glide plane could produce a
network free of long range stresses and giving the required lattice
rotation. It may be that this type of rotation is preferred by
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the lattice to the twist type boundary, because it does not require
very large additional accommodation at the ends of a cell.

Much additional work, howevor, especially involving
careful analysis of all the components of the dislocation networks
is required before all the aspects of deformation mechanisms can be
understood.

REFERENCES

Ahlers and Haasen, P. 1962 Acta Met. 10 977 (L).
Basinski, Z. S. 1962, 5th Int. Cong. !Tec. Microscopy,

Philadelphia, 1, B13.
Blewitt, T. H., Coltman,,. R. and Redman, J. K. 1957, J. Appl.

Phys. 28 651.
Fourie, J. T. and ','ilsdorf, H. G. F. 1960, J. Appl. Phys. )1, 2219.
Hordon, M. J. 1962, Acta Met. 10, 999.
Howie, A. 1960, Ph.D. Thesis (-mbridge) and European Regional

Conference on Electron Microscopy, 1)elft 1960, 383.
Howie, A. 1962, Private communication.
Johnston, W. G. and Gilman, J. J. 1960, J. Appl. Phys. )1, 632.
Livingston. 1962, Acta Met, 229.
Price, P. B. 1960, Phil. Mag. 5-, 873.
Seeger, A., Kronmuller, H., Mader, S. and Trauble, H. 1961, Phil.

Mag. j, 639.
Segall, R. L. and Partridge, P. G. 1959, Phil. Mag. k, 912.
Valdri, U. 1962, J. Sci. Inst. 39, 278.
Wiledorf, H. G. F., Cinquina, L. and Varker, C. J. 1958, 4th

International Conference on Electron Microscopy, Berlin,
559.

Wilsdorf, H. G. F. and Schmitz, J. 1962, J. Appl. Phys. 1750.
Wilsdorf, H. G. F. and Wilsdorf, D. 1961 Proc. let Int. Mtp. Conf.

Berkeley.
Young, F. W. 1961, J. Appl. Phys. 12, 192.

235



0 UýTft•aa
ca m uuuK

& POM PlUN
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Figure 2. Dislocation etch pits; (a) cross slip plane; (b) main
glide plane, note absence of increased density near
sub-boundary.
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Figure 3. Slip lines on cross clip plane. (x 225). Resolved
shear stress 345 /maln

Fgure. Stereo pair of a dislocation clumpin the early
stace of deformation. W'= 245 /mm., deformed at
4." K.. Section parallel to main lide plane.
Slip direction vertical. (x 15,0(OY.
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Fi~ ..Same as 4 b 0~
for main glld~e system.

Figure 6. Stereo pair later in easy glide. Section parallel to
main glide plane, slip direction indicated by arrow.
(x 15,000)
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Figure 8. Strip crystal deformed
Figure 7. Section showing sub at 4.2'K in stage II. Single

rain boundary. glide orientation. Not disloca-
x 15,000) tion tangles and contrasts

arallel to main glide plane.
x 15,000) (Basinski & Dove,

to be published.)

ji

Figure Crystal deformed at Fige 10. Crystal in single
78"K. Double glide gls orientation, deformed at
orientation. (x 15,000) 4.2 K. Contrast from reflection
(Basinski & Dove, to be in main glide plane; dislocations
published.) with Burgers vectors lying in

this plane are invisible. (15,000)
(Basinski & Dove, to be published)
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Figure 11. Cop per, single glide orientation, deformed at 4.2"K.
Polished from one side only. Note the absence of
correlation between slip lines and dislocation
arrangement. (x 15,000).

(a) (b)

Figure 12. Network containing a large number of Cottrell-Lomer
dislocations. Section parallel to main glide plane.
In 12 (b) £ob for Cottrell-Lomer dislocations is
zero.o'= 995g~/m!. (x 15,000)
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Fixu~re 131 (x 159000)

Pic -we 14. Section parallel to one of the glid~e planes. C~rysta:l
oriented for double ~lids. Slip direction in this
plane is vertical. x1,oo,
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by

JD, Isakin* and N.J. petch,

University of Diuhm, King's College, Newcastle upon Tyne, England.

ABSTRACT

From a study of polycrystalline alpha brasses, It is shown that the
dislocation structure developed in the high Zn alloys (low stacking fault energy)
during a strain & gives a hardening t + pt". Y, where.X and A are constants
and L is the grain diameter. Thus, in the equ ation for the flow stress wf at
constant strain, of = rof + kf 4- ., where aorlis the friction stress and k Is
a constant, Tof Increases linearly with strain and kf also inv~ases with strain
because of the inclusion in it of the strain hardening IfSLA C ". At high strains
or low Zn contents, cross-slip and cell formation occurs; the significance of
the grain size In the flow stress then diminishes and kf falls.

The present paper describes a study of the effect of substructure on
the flow stress of polycrystalline a-brasses. The term substructure is here
used in a very general sense to denote the dislocation structure produced by the
plastic deformation during the flow stress measurement. There is no attempt to
restrict the term to mean the presence of definite subgrain networks.

The a-brass system was chosen for this work because it presents
the possibility of a wide variation of dislocation locking strength and of
stacking fault energy with composition, and because there is a long range of
almost linear hardening, at least with high zinc contents. It was felt that
these qualities might simplify the interpretation of the results and this
proved to be the case.

First, the experimental facts. Prior to the present work, it
had been shown (1) that the equation relating thg lower yield stress fy of a
polycrystalline material to the grain diameter L ,n .

W 0y oW0 kL

where a- and k are constants, has a counterpart in the equation relating the
flow stress wf at a given strain with the grain diameter, so that

rf = Wo f + kf .......... (2)

* Now at the Franklin Institute, Philadelphia.
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This applies to the flow stress after the yield point and also to the flow stress
in the absence of a yield point.

The present work has examined the effect of substructure through the
application of equation (2). Figure 1, which plots the yield stress and the flow
stresses at various strains for a 25% Zn alloy at 77K as a function of grain
size, illustrates the type of result obtained. It will be seen that equations(l)
and (2) fit the measurements closely. Also, as the strain Increases, ro t
increases and there are alterations in kf. This type of measurement was made on
a series of brasses up to 35% Zn. The measurements extended to strains just
below the onset of necking.

Figure 2 shows the variation with composition and strain of the
slope kf extracted from these measurements at 770 and 295"K. Three points are
clear.

(a) The value of k at the yield point increases with zinc content,
except for a final decrease at 35%.

(b) With the high zinc alloys, kf increases with strain up to a
maximnm and then decreases. The maximum occurs at a strain of 0.1/0.15 for
alloys with 25% Zn and above, but It occurs at lower strains with lower zinc
contents, and at 10% Zn and below no initial increase In kf was detected, only
a progressive decrease.

(c) The value of k at the yield point Is independent of temperature,
but the increase of kf with strain In the high zinc alloys In less at the higher
temperature.

Values of co were also extracted from the measurements. At the
yield point, these showed an increase with zinc content and quite strong
temperature-dependencoe, but the increase in aof with strain is of greater
Interest In the present connection and this is plotted in nigure 3 for 77" and
295-K. With 20% Zn and above, the increase with strain is accurately linear
at 77"K up to the highest strain used and the slope Is practically Independent
of composition. Some departure from linearity occurs with the lower zinc alloys.
The measurements at 295"K show that the linear slope is practically independent
of temperature, but the departure from linearity is more marked at this tempera-
ture, and It occurs at smaller strains and In alloys of higher zinc content.

INTERPINAT ION

In the simplest interpretation (1) of equation (2),,derived from its
relationship to equation (1), oj represents the "friction stress" in a slip band.
That is, the stress a slip band could sustain if the displacement in It could
move out freelyast the grain boundary, so producing a step In the boundary. The
other term kf C,'3 then represents the limiting value of the additional stress
the slip band can sustain because such stop format4on Is opposed by the next
grain. The limiting value of this additional stress aroses w the stress
generated at the end of the slip band induces plastic deformation in the next

grain.
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On this view, the Incease of W'f with strain represets simply the
effect of strain-hardening and the alterations In kf must represent other
complicated cManges in the grain bomudary resistance to slip band formation.

To maintain compliance with equation (2) and yet retain this simple
intespretatlon, It will be noted that the rate of straln-hardening must be
inepm dsst of grain aime, so that all smies have the same friction stress at
a given strain. It is not obvious that this should be true. onloss the
average distance a dislocation travels is the same for all grain aizs, the
dislocation structure at a given strain will depend upon grain aims and this
my well give rise to a variation in the friction stress.

In the present paper, It Is suggested that such a variation does
happen in the a-brasses. The argument Is that the strain-hardening has a
grain-size-dependent comonent, so that part of the friction stress becomes
incorporated In the kf vw term In equation (2) and this accounts for the
incease In kf with strain.

To develop this argument, the details of the strain-hardening have
to be considered.

It is clear from figure I that the principal strain-hardening effect
appears In 40 f. Figure 3 shows that it Is a linear hardening. Further, It is,
of course, Independent of grain size (since grain size effects are extrapolated
out in obtaining w0 f), and it Is independent of temperature and of composition,
except that linearity breaks down at smaller strains the higher the temperature
and the lower the zinc content. The rate of hardening is in the range p/230 -
p/290, where I. is the rigidity modulus. All this suggests close similarity
to Stage II hardening in f.c.c. single crystals. Enough has been argued
about the mechanism of such hardening to make further coment unnecessary, and
possibly unwise here.

Consider now the possibility of a grain-size-dependent strain-
hardening. In the high zinc alloys, the stacking fault energy is low, so the
wide separation of the partials confines them to the slip plane and inhibits
cross-slip. In this circumstance, grain boundary pile-ups rather than
dislocation networks should form In the strained condition. Consequently, L
the average slip distance of a dislocation, should be comparable to the grain
dimamter I. .

If P is the dislocation density and b is the Burgers vector, then
at a shear strain y ,

: b L.

Thus, wbere Lv ' , a fine grain specimen must have a higher dislocation density
at a given strain than a coarse grain one. This will affect the strain-
h g due to dislocation intersection.

Taking the shear stress 7, required for intersection as
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where 9C is a constant, it follows that
V I ( ,4 k AL-qMa. C

Using the Taylor orientation factor Mo to convert to tensile stresses and

strains (1) and putting L - L ,

a ', L .o........ (3)

Thus, on this model, which depends upon having L- C, there .Touad be a
parabolic strain hardening term that is proportional to 4-,'b'

The total strain-hardening at IL will then be (.)(S ( & dL*II:L•
where .j and 6 are constants and A. is the linear hardening that is extracted
into iof In equation (2) and A ".z. -1 Is the parabolic hardening that
will appear in kf.

We now add to this a belief that the limiting grain boundary
resistance to slip band formation arises when dislocations are forced out from
the grain boundary at the end of a slip band and that the stress required
depends principally on interaction with alloy atoms segregated In the boundary.
This resistance shgald then remain fairly close, whatever the strain, to the
original value k .•6 given by equation (1) for the yield point.

With these conclusions and provided the strain does not affect the
process responsible for the initial friction stress Oo, the flow stress at
should be given by

Oomparlson with equation (2) gives

Thus, it Is concluded that the Increase In kf with .trrln observed with the high
zinc alloys arigmes._$rm the Incorporation in kf A. of the parabolic strain
hardening 16 £ A. In addition to the grain boundary resistance k 4.

tee value of Afrom (3) Is at ft.. V& A44 , which gives
1.* 9 kg - , using a = 0.2 from Bailey and Hirsch (2). The present
masuresmnts on kf for the 25, 30 and 35% Zn alloy, at 77"K agree with
equation (4), and give a value of P = 1.6 kg a"'

Since the parabolic hardening is attributed here to dislocation
Intersection, temperature-dependenoe is a possibility and the smller increa•
In kf with strain at 295"K compared to 77%, shown in Figure 2, is consisteat
with this.

Current theoretical ideas an the theory of straln-hardening am
rather fluid and It my be that developmts in this field will require a
modification of the premst attribution of parabolic hardeiat to dislocatiom

246



intersection. The point that we wish to emphasive is not so such this attribu-
tion as the eistence of the parabolic grain-size-depeandent term.

Consider now the drop in kf with Increasing strain that occurs with
the low zinc alloys and even with the high zinc ones at larger strains (Figure 2).

The low zinc alloys have a high stacking fault energy, so cross-slip
and the development of a dislocation cell structure can be expected at an early
stage in the plastic deformation. Even with the low stacking fault alloys,
cell formation should eventually occur.

Once cell structure is present, it is improbable that the slip distonce
is fixed by the grain size, so the basis for equation (4) and for the 6" b.-v

term disappears. With a strongly developed cell structure, this, rather than
the grain structures may become the significant unit in plastic deformation.
Thus, the reduced significance of grain size shown by a drop in kf in Figure 2
Is thought to be due to cell formation when cross slip occurs. This condition
is also associated with the departure from linear hardening of aof.

The conclusion from this study is that when the dislocations are
confined to their slip planes, the dislocation structure developed on
deformation gives a flow stress that follows equation (4), but once cross-slip,
leading to cell formation, occurs, the significance of the grain size decreases
and rof shows departure from linear hardening.
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lIMSToI" M COFIA WC8 'IZLD AND F&Crt

by

G. T. Bohn, C. N. Reid, and A. Gilbert
Battelle Memorial Institute

TlZV)DUCTION

Many recent observations on the submicroscopic scale have

revealed the presence of both regular and irregular arrangements of

dislocations in crystals. Such submicroscopic features fall under the

general heading of substructure. Of these dislocations many are

hobile, while the rest are free to move under the action of an

applied stress. Study of the mobile dislocations has led to the

development of a treatment which may be termed Dislocation Dynamics,

the object of which is to predict deformation behavior from a knowledge

of dislocation parameters.

The dislocation dynamics practiced in the 1950's accepted that

the generation of mobile dislocations is difficult but their movement

tbrough the lattice is easy. Consequently, the processes for generating

free dislocations--nucleation, unpinning, or multiplication--were re-

garded as rate controlling. More recently, however, the opposite view

has gained support. This has come about largely through the work of

Johnston and Glmailat the G. 3. Research Laboratory, who made three

important contributions. First they showed by direct measurement

that dislocations do not accelerate freely in lithium-fluoride crystals,

but travel with a well defined velocity. Secondly, they formulated a

concise statement of the dislocation dynamics of flow in terms of the

velocity of the dislocations and the nmber moving, Finally, they used
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this expression to calculate frn the basic diulocation parameters a

stress-strain curve of lithim-fluoride crystals. SI=e* then, disloca-

tion velocities have been reasured In a unmer of other materials,

including Fe-3.25S 2 cistale, silico. gerimanitit-,'1d tuaSte4~ and the

treatment extended to describe other features of yielding such as the

strain rate dependence of the yield stress, the delay time for yielding,

and the LUders' bank) These studies tend to identify the dislocation

velocity, rather than the rate of generation, as the more important

variable.

Dislocation Velocity

Johnston and Gilman measured dislocation velocity in the

following way. The surface of a crystal was indented to produce free

dislocations, whose positions were revealed by etch-pitting. The crystal

vas then stressed for a known time and re-etched. The pitting technique

was such that the old and new positions of the dislocations were dis-

tinguished. They found that the distance moved at any given stress was

proportional to the time duration of the stress, and frcs this they

calculated a mean velocity. This is not to say that the dislocation

moved through the lattice with constant speed, as is shown schematically

in Figure la. For example, evidence exists that dislocation movement

on the atomistic scale proceeds discontinuously by thermal activation

at a succession of barriers. The motion may therefore be looked upon

as a repeated sequence of release and arrest, as shown in Figure lb.

Since only one segment of the dislocation may be stopped at any one

time, Figure lc may be a truer representation.
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Figure 2a shows the observed variation of dislocation velocity,

, with shear stress, 1, in LIP. The dependence may be described by the

formulae:

¶ x 5 (1)

(2)

Equation (1) applies to LIP over the entire velocity spectrum, whereas

Equation (2) is applicable at low velocities in LIP and also over the

more restricted velocity range investigated in other materials. The

values assumed by m and T are characteristic of a material, and Table 1o

ssummrizes published values of m.

Johnston and Gilman were also able to measure the velocity in

slightly deformed crystals. The results of these experiments, shown in

Figure 2b, illustrate that the dislocations still display essentially

the same velocity-stress relationship, except that the stresses

associated with any given velocity are greater. This increase in stress

corresponds closely with the amount of work-hardening displayed by the

stress-strain curve. One may say that the effect of the applied stress

is reduced by an amount equal to the work hardening increment, but more

research must be done to see if this view is really justified. Assuming

a linear work-hardening rate, Equation 2 can be modified as follows:

T-q8 mT.[.. . - (3)
0

Having described the relationship between the applied stress

and the resultant dislocation velocity, one other major variable remains

256



I I I MUM SIM

•A •
*%

uma

iI

- o IF I1=
I &ldI

2& 2b

FIGURE 2. a. Variation of dislocation velocity with appliedihear stress in LiF crystals(1).
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TABLE 1. VALUES OF m PUBLISHED IN THE UTERATURE

MATERIAL TE51 RATURE h

Si 600-900 C 1.4

0. 420-700 C 1.4- 1.9

InSb 218 C 1.87 4

Gas 450 C 2.0

W RLT. 5.0

W -196C 14.0

Fe-3.25Si, 11101 SLIP -196C 44

F.-3.25S&, 11101 SLIP -77C x

Fe-3.25Si, 11101 SLIP R.T. 35

Fe-3.25Si, 11101 SLIP 100 C 41

Fe-3.25Si, 11121 SLIP -77C 42

Fe-3.25Si, 11121 SLIP -40 C 43 3

Fe-3.25Si, 11121 SLIP R.T. 3

LiF R.T. 14.5 1 1
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before dislocation dynamics can be applied, namely the number of disloca-

tions actually moving.

Dislocation Density

It is known that most annealed crystals possess a grown-in

dislocation density of about 106 to 108 cm/cm3 . In certain cases, how-

ever, these dislocations are tightly bound by impurity atmospheres or

precipitates, and when the crystal is stressed, these grown-in dislocations

frequently do not move. Instead, mobile dislocations are produced either

by heterogeneous nucleation or unpinning at points of high stress such as

inclusion particles or discontinuities at the grain boundaries. Pre-

cipitate particles are particularly effective sites for nucleation. An

example of this is presented in Figure 3, which shows dislocation loops

produced by precipitate particles in unalloyed chromium, and revealed

on the surface by etching. The dislocations produced in this way then

move through the crystal and multiply rapidly, probably by the double

cross-slip mechanism. As a result, the dislocation density increases

rapidly as the material is deformed. The change in dislocation density

with strain has now been studied in a number of materials by etch pitting

and by transmission microscopy. Such studies, however, do not permit a

distinction to be made between dislocations which are Immobile and those

which are able to move. The only experimental evidence currently in

the literature concerning the fraction, f, which is mobile, is due to

Patel and ChaudhurfJ)- They were able to infer the value of f in a few

isolated cases involving small strains and report values in the range

between 0.08 and 1. It is unlikely that f is a constant except perhaps

in the early stages of yielding, and the formulation of f from experiment
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FIGURE 3. NUCLEATION OF DISLOCATIONS BY PRECIPITATE

PARTICLES IN CHRCI4UM( 3 6 ).
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or theory is a problem deserving of more attention. In the absence of

such a formulation however, the aexmption is made that the total density,

P, is simply related to the mobile density,P ,.

Typical examples of the rate of increase of total dislocation

density with strain are presented in Figure 4, which shows results

obtained at Battelle for a mild steel using transmission electron

microscopy. The dislocation density increases from about 5 x 108 cm/cm3

in the annealed material, to about 1010 after 10 per cent deformation. These

experiments were carried out at three widely differing strain rates, about

10-5 per second, 10-2 per second, and 103 per second, a range of nearly

eight orders of magnitude. The figure illustrates that the rate of

multiplication in this material at least is relatively insensitive to

strain rate. This is illustrated qualitatively in Figure 5, which shows

examples of the transmission micrographs that were obtained at the three

different strain rates. The main difference is that the dislocation

segments tend to be more straight and parallel at the highest strain

rate.

The experimentally measured dislocation densities can be

described by an equation of the form:

P " Po + Csap (4
0  p(4)

where P0 represents the Initial dislocation density and C and 0 are

multiplication pare ters. Values of P are in the range 1/2 m 3/2, but

are usually close to 1. This expression describes the total number of

dislocations that have been geerarted and does not distinguish between
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the ones that are still mobile and those that have become arrested. The

relevant parameter is the mobile density, which can be described, at

least in a very approximate way, by the equation,

P'= Po + fCpe , (5)

where p* represents the number of dislocations initially mobile and f

the fraction of the dislocations subsequently generated that is mobile.

Table 2 summarizes available information regarding the value of

the multiplication parameter, C. These values show that there are signifi-

cant differences in the rate of multiplication. The results for copper,

for example, show that multiplication is more rapid in polycrystalline

samples than in single crystals. Consistent with this, Kel~i nvestigated

the rates of multiplication in iron of two grain sizes, and found the

rate to be higher in the fine grained material.

Utilizing the above data, dislocation dynamics can now be

applied to describe plastic flow in response to a variety of loading

conditions.

DISLOCATION DYNA1ICS

The new knowledge of the velocity of dislocations and their

rate of multiplication is important in its own right. However, its

significance was not fully appreciated until Johnston and Gilman formu-

lated a concise statement of the dislocation dynamics of flow. They

pointed out that the deformation accompanying the application of stress

consists of an elastic and a plastic contribution. For instance, in a
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TABLE 2 . VALUES OF THE DISLOCATION MULTIPLICATION PARAMETER

C If FOR A VARIETY OF MATERIALS
de f- n1

S: SINGLE CRYSTAL
MATERIAL P: POLYCRYSTALLINE C (CMS2 • PER CENT)- 1

COPPER (10-12) S 3-9 X 106
P 5X108

LITHIUM FLUORIDE( 1) S 1 X 107

GERMANIUM(4, 5 ,9) S 4480 X 106

NIOBIUM (13) p 4 X 109

TANTALUM( 1 4 ) P 1.7 X 1010

MOLYBDENUM( 1 5 ) P 8 X 108

TUNGSTEN (6) s 2 X 107

IRON (P) e 1.5 X 109

MILD STEEL( 1 6 ) P 2-4 X 109
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constant strain rate test, the strain rate, d, imposed by the machine

must be matched by the sum of the elastic and plastic components, de

and I , of the strain rate in the specimen.

d - + d (6)

The elastic contribution can be expressed in terms of the rate of stress

application and a modulus, M, which reflects the stiffness of the test

bar, grips, and supporting members. The plastic contribution is given

by the equation(
1 7 )

d 0.5 bp" (7)

where b is the Burgers vector for slip, and 0.5 arises from geometrical

considerations. Equation (6) may therefore be written

I -ld- +0.5 b p' (8)M dt

where a refers to tensile stresq. Substituting in Equation (8) from

Equations (3) and (5) yields

4 •+ 0.5 b (po"J + Me p) (a-qep~ (a,)*-" (9)
M dt * ~o p p

the shear stresses, T and T from Equation (3), being replaced by the0

equivalent tensile stresses a and 0 . This differential equation may beo

solved to describe the stress-strain relationship for a single crystal.

The behavior of polycrystalline samples is complicated by
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the variation of the resolved shear stress from grain to grain owing

to the different grain orientations, the anisotropy of the modulus and

the constraints imposed by neighboring grains. In principle at least,

the deformation of polycrystalline samples can be described by a summa-

tion over all the grains of the aggregate. It should be noted that

such parameters as Po, f, c, and q may depend on grain size, a fact

Conrad has used to derive the yield stress grain-size relation for

stee!.

Application to Yielding

Johnston and Gilman first used the dislocation dynamics

approach to calculate the stress-strain curve of lithium-fluoride

crystals. When an empirical correction is made for the effect of work

hardening, and plausible values adopted for f and Po ', the curve calculated

from Equation (9) agrees very well with that determined experimentally.
(19)

More recently, Johnston has solved the equation for simple

tension with the aid of a computer for various values of the parameters

m and Po. Figure 6 demonstrates the influence of p0o on the shape of

the stress-strain curve, all other parameters being kept constant. The

effect of m is illustrated in Figure 7a. These calculations show that

the initial yield drop is a general feature of small values of P o and

small values of m. The predicted effect of po (Figure 6) correlates

well with the observed occurrence of a yield point in annealed b.c.c.

metals, and the observed absence of this phenomenon in prestrained

material. Furthermore, comparison of Figures 7a and 7b illustrates that

the predicted influence of m on the stress-strain curve is verified by

experiment for those materials where a has been measured.
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strain Rate pesadence of Yieldint

At the upper or lower yield stress, the ' term of Equation (9)

is sero, and the plastic strain in so mall that the work hardening teo

can be neglected. Equation (9) then reads:

d - 0.S b P' an %" (10)

Taking logarittms of both sides

log I - log (0.5 b p" a 0 -) + a log

or log d -m log a + CONTANT ()

This may be compared to the long established empirical equation describ-

ing the strain rate dependence of the yield stress:

log 4 - a' log a + CONSTANT (12)
y

A comparison of Iqaations (11) and (12) affords an indirect method of

determining m. Table 3 compares values of =` to values of a determined

directly. The agreement is good.

Delay Time

The delay tlmt td' can be regarded as the time taken for a

material under constant stress to deform to the minimum detectable

strain, say 4%. Under these conditions do/dt - 0 and Equation (9) can
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TABLE 33. COWARISON OF THE DIRECT AND IIUMCT
HETHODS OF DETRMININGu

LiF (8) 14.5(1) 14.5(20)

Fe-Si (s) 40 ± 5(2) 45(21)

(P) 48(21)

w (P) 7(32)

v (S) 5(6)

No 14(23) 10-15 (24) 14(23)

Steel d < 1 20-50(25,26) 30(27,28)

d > 1 10-15(29) 10-15(29)

Cu ,-200(30)

Ag ,300 (31)

S - SINGLE CRYSTAL P - POLYCRYSTALS

d In v d In td
mI - n d7 In or

d In d d In u

d In a d a
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be rewritten:

doddep
0.5 b (p o0 + W~e p) fO)U(~t(3

=0 0
P

This may be evaluated:

(A- In(1 + V--) M t (14)
b a PO d

The delay time may thus be calculated as a function of stress. Figure 8

show the results of such a calculation, performed using constants appro-

priate for steel, compared to experimental determinations.

From Equation (14) we may write:

"log b a in (1 + - })) - m log a - log td (15)

or since the first term is constant,

mm[d d log a (16)

The term on the right (called m"*) represents another indirect method of

determining m. In Table 3, a comparison is made of m, m and m for

instances where this is possible, and the agreement is encouraging.
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LUders' lands

The variation of strain with distance along a test piece exhibit-

ing a LWders' band can be calculated and compared with the results of

experiments. If x is distance fram the band front, then

d! de

dx dt dx (17)

For steady state LMders' band propagation, & is constant, u. Thus,
door

de d
- "P (18)

dx u

Thus,

p u (19)

and

.- (20)

The stress, a, at any point along the band is given by

a mal'y (1 + 6p) (21)

where o LY is the load on the specimen at the lower yield point divided

by the initial cross section.

Substituting in Equation (20) values of d from Equation (9)
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and the value of a from 3quation (21), we obtain:

x Ido
- . , (22)
u 5 b (po + 1C.p) (%o)" m  & (÷L ) - q sp] m

since at the lower yield point do/dt a 0. By graphical integration we

can solve this equation and thus calculate the variation of strain with

distance--that is, the strain profile of the LUders' band. There is

good qualitative agreement with experiment, as in shown in Figure 9.

There remains another indirect method of determining m. This is

based on the postulate that there exists a simple relationship between

the velocity of a Ldders' band front and the average velocity of the

dislocations at the front. This would be the case if for example the

band propagated by the injection of mobile dislocations from the band

front into the otherwise undeformed matrix. Let the relationship be

u, k; (23)

Ik a so r,0"M

Therefore,

__of a m"'" 3 (24)

The term on the right will be called m"°'. Figure 10 gives an idea of

the usefulness of this relationship: the slopes of the lines represent

m" and in"" for steel and molybdenum. The agreement is good, and the

numerical values appear in Table 3.

The results of Table 3 are Important for two reasons. First,
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they lend added support to the theory. Secondly, they show that the

stress dependence of dislocation velocity can be Inferred indirectly

from other measurements which may be more convenient. For example,

the values of m for copper and silver have not been measured but it

can be inferred from the values of m' that these must be relatively

large numbers.

In general then, it can be said that the dislocation dynamics

approach describes the yielding of metals very accurately and can there-

fore be used with some confidence to predict yielding under conditions

that cannot be readily handled experimentally. This will be illustrated

with one example, namely yielding in the vicinity of a moving crack.

Fracture

It is essential that a treatment of cleavage in plastic materials

should take account of the effect of plastic flow. For example, the

stresses that will cause an existing crack to grow will also tend to

produce deformation at the crack tip. Such deformation will blunt the

crack and redistribute the stress thereby making inappropriate the

(34)classical stress field solution of Inglis. An adequate approach, therefore,

demands a stress field solution that is responsive to deformation at the

crack tip. Furthermore, it is necessary that the kinetics of this

deformation be known, together with the fracture strength of the material.

Previous attempts at a solution have relied on a modification

of the surface energy in order to account for the work done by plastic

flow. Unfortunately, this approach ignores the fact that the stress field
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of the propagating crack is modified by deformation, and consequently is

of limited usefulness.

The model to be described attempts to fulfill all the above

requirements and consists of a partially relaxed crack the relaxation of

which is described by Dislocation Dynamics.

The model, illustrated in Figure 11, consists of a two-

dimensional sharp crack of length 2a, whose tip is surrounded by a

circular plastic zone of radius, r. Stresses within this zone are

assumed to be substantially relaxed. The extent of the plastic zone is

defined as the locus of points where flow begins to occur rapidly, for

example where the plastic strain reaches a value of 0.1%. Under these

conditions, the crack-plastic zone complex is equivalent to an elliptical

hole of semi-major axis, a, and root radius, r. The stress concentration

factor, C, in advance of this "hole" can be evaluated from equations

derived by Inglis as a function of a/r. The variation of 1 with distance

from the "hol is illustrated in Figure 12, where it may be seen that the

stress gradient close to the elastic-plastic boundary is very steep.

The principle of the calculation is presented in Figure 13,

and is directed toward the evaluation of r, and hence 1. A crack is

assumed to be propagating toward a volume element dV with a velocity U.

As the crack approaches, dV experiences a rising stress, (illustrated in

the lower diagram) under the influence of which it flows. The condition

for the solution of the calculation is that the arrival of the "hole"

coincides with the strain in dV reaching a value of 0.1%. Dislocation

dynamics provides a unique means of calculating this deformation.
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Recalling Equation (7), the plastic flow of dV may be written:

4p - 0.5 b (p 0 + fCcMe () (25)
p dt o p 00

Since under the present conditions, a is a function of t, the equation

may be rearranged

o.de ( 0  M dt (26)
p0

f .5 b (9 o + Me p ) (o0) f

The local stress, a, experienced by dV is actually the product of the

nominal stress, ONMNand the stress concentration factor, o.

a - (x) (27)

where v(x) implies the dependence of C on the distance, x, between dV and

the "hole". Since however the crack propagates toward dV with constant

velocity U# x and t are related:

dx
dt (28)

The limits and base of Equation (26) can now be changed from (t) to (x).

x.001 a
de mde (aNOM) U'

J .5b +Cp) ( -" / c(x)]m dx (29)

"0 x>>a
Let

SFT'a

1 CcU (x)]mdx m I

fx>> a
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The left-hand side can be integrated analytically and evaluated for given

material parameters. The right-hand side must be integrated numerically

and the equality of Equation (29) holds only for one value of a/r (0 being

a function of a/r). This may be determined by evaluating I for various

values of a/r and plotting the graphical relationship between them. The

magnitude of a/r corresponding to the left-hand side may then be deter-

mined.

The geometry and stress field of the propagating crack are now

Pnlved; the solution is sensitive to the values chosen for the parameters,

m, U, C and po"

In Figure 14, the plastic zone size, r/a, and the maximum stress

concentration, c*, have been determined for various values of m as a

function of the crack velocity. The calculations were performed for the

case where the applied stress, ONi)M is half the yield stress, ay, in a

slow tensile test. Consequently, the maximium stress, a*, ahead of the

crack may be expressed in terms of a y. It can be seen that as the crack

velocity increases and the time available for plastic relaxation decreases,

the plastic zone size becomes progressively smaller. Effectively the

crack is blunted to a lesser extent, and consequently higher stresses are

generated at the crack tip. The calculation was made for different

values of m. The value, m - 5, is characteristic of tungsten. It can

be seen that for a fast moving crack in tungsten, stresses of the order

of 100 times the yield stress are generated, which approaches plausible values

for the theoretical strength. It would therefore be expected that in this

material crack propagation by cleavage could occur readily. On the other

hand, the stresses generated in materials characterized by higher values

of m are much lower. It is, therefore, understandable that f.c.c.

284



I0

o-4

I0TI

C leQ
P0 103 -200

-100

s0 50 b

I 0' 104 C-4U?4
Relative Crack Veocity, units of crock length per second

FIGUREI 14. EFET OF ae AND CRACK VELOCITY ON PLASTIC ZONE SIZE AND
NUNAIJ 87RES CONCENIIATION FACTOR..

285



materials, such as copper or silver, that are characterized by m values

of the order of 100, would be unlikely to suffer cleavage fracture.

The eaffect on o* of initial mobile dislocation density, p00

and multiplication rate, C, is illustrated in Figure 15. It is apparent

that dislocation locking is detrimental, giving rise to larger values

of a*. Comparison of Figures 14 and 15 shows that for a given crack

velocity, a* is more sensitive to m than to changes In C and po0 over the

range of these parameters encountered experimentally.

It must be emphasized that the treatment of crack propagation

developed in this section is approximate and not rigorous. No attempt

has been made to take into account constraints imposed on yielding by

continuity requirements at the elastic-plastic boundary. The postulated

shape of the plastic zone is in itself a basic assumption. Finally, the

present calculations are valid for conditions of plane stress: the case

of a through-crack in a sheet of thickness, t, when r » t, but not for

plane strain, i.e., r « t. It. therefore, seems likely that the results

given in Figures 14 and 15 overestimate plastic relaxation and under-

estimate the level of stress generated at the ciack tip. In spite of

these difficulties, the model does provide useful insights and serves

to illustrate the potential usefulness of dislocation dynamics in the

treatment of fracture.

CONCWSIONS

1. A review has been made of current knowledge concerning dislocation

multiplication and mobility. Observations are summarized of the
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increase in dislocation density produced by deformation, and

the mobility of dislocations in annealed crystals. Experi-

ments do not yet distinguish between mobile and arrested dis-

locations. As a consequence, the magnitudes of the initial

density of mobile dislocations p0 and the mobile fraction f

of those generated by straining are in doubt. Furthermore,

the mobility of dislocations in cold-worked crystals is not

known.

2. Application of Dislocation Dynamics has made possible a quanti-

tative description of the yield point phenomenon. Although the

treatment has been applied mainly to single crystals, it satis-

factorily predicts the strain rate dependence of the yield

stress, the delay time for yielding, and features of the

Luders' band in polycrystalline metals.

3. Dislocation Dynamics has been used to calculate the influence

of deformation parameters on the response of materials to a

running crack. These calculations indicate that m is the most

influential material parameter, small values of m favoring

cleavage crack propagation.
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YINLDING AND FLOW OF TH B.C.C. IWAIS AT LUW RATURJE

Ems Conrad
Materials Sciences laboratory
Aerospace Corporation
11 Segundo, California

ABOTRACT

The available experimental data on the mechanical behavior of the B.C.C.

transition metals at lov temperatures (< 0.25 T.) are reviewed and analyzed to

establish the rate-controlling mechanism responsible for the strong temperature

and strain rate dependence of the yield and flov stresses. The activation energy

H, activation volume v*, and frequency factor v were detefained as a function of

2
the thermal component of the stress r*. It was found that I. (jr* - 1 fthJ)

S0.1 kb3 where p Is the shear modulus and b the Burgers vector, v* " 50 b3 at

23
= 2 xK/W2, Increasing rapidly to values In excess of 100 b3 at lower stresses

and decreasing to 2-5 b3 at high stresses (50-60 K/mi) and v a 10 - o10 see',

the Mgher values of v generally being associated with the purer terials. R

and v4 as a function of stress were independent of structure. This along with

other observations Indicates that thermelly-activated overcoming of the Paierls-

Nabarro stress is the rate-controlling mechanism. The values of No and the change

in H with stress at lov stresses are In areement with those predicted by Seeger's

model for the nucleation of kinks. Oh Peierls-hbarro stress and kink energy

derived from the e3perimental data are 10ezimPtel l0"2 and 1 x 10-2 103

respectively.

le epi tal data suggest that the yield point In the B.C.C. metals Is

associated with the suddis multiplicatiAn of dsloeatis by the double cross-slip

mechanism, which In turn Is controlled by the mtion of dislocations throuh the

lattice. Stress-strafn curves for mild steel calculated an the basis of this mechan-

Isa are In good apeement with the e9e2rsmtal cuve.

291



IEDINO AND FtrW OF he D.C.C. MITWAl , AT WI T3tNhee3U

saws Conrad
14aterieals Scienoes laboratory
Aerospace Corporation
EL Segunao, califonai

Int;roduction

A distinuishing feature of the B.C.C. metals., as cospmred. to the close-

packed (C.P.i. and F.C.C.) metals, is the strong effect of teperature and

strain rate on the yield stress at low temperatures (T < 0.2 T ); see, for

exuinp.e, Pigs. 1 and 2. (T is the test temperature and T is the melting

temperature.) An understanding of this difference is of technoloocal, as

well as scientific interest, for the ductile-to-brittle transition in the

B.C.C. metals Is related to the strong temperature and strain rate dependence

of the yield stress.

A nmber of thermaly-actlvted dislocation mechanisms have been pro-

posed to account for the strong temperature and strain rate dependence of

the yield stress of the B.C.C. metals. In chronological order, these are:

1. Breaking AW from an interstitial atmosphere (1-4)

2. Overcoming the Pelerls-Nabarro stress (5-9)t

3. Non-conservative motion of jogs (11-13)

4. Overcoeing interstitial precipitates (14)

5. Cross-slip (15)

There is some experimental support for each of these mechanisms, making It

difficult to decide which one is actually rate-controlling. From a review

tHeslop and Petch (10) first suggested that the strong temperature dependence
of the yield and flow stress In iron might be due to a high Pelerls-Nabarro
stress. However, they attributed the temperature dependence to a change in
width of the dislocation with temperature rather than the contribution of
thermal fluctuations to overcoming of the Pelerls-labarro stress. Their
suggestion does not account for 'the strong effect of strain rate on the yield
stress.
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Raw Conrad
Wateril.-1 Sielance Iboratory
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Introd•,,,tion

A distin•shi4n feature of the B.C.C. metals, as compared to the close-

packed (C.P.N. and F.C.C.) metals, Is the strong effect of temperature and

strain rate on the yield stress at low temperatures (T < 0.2 T ); see, for

example, Pigs. 1 and 2. (T Is the test temperature and % is the melting

temperature.) An understandig of this difference is of technological, as

well as scientific interest, for the ductile-to-brittle transition In the

B.C.C. metsls is related to the strong temperature and strain rate dependence

of the yield stress.

A mnmber of thermalLy-actLvated dislocation mechaniam have been pro-

posed to account for the strong temperature and strain rate dependence of

the yield stress of the B.C.C. metals. In chronological order, these are:

1. Breaking avay from an interstitial ateosphere (1-4)

2. Overcoming the Peierls-Nabarro stress (5 - 9 )t

3. Non-conservative motion of jogs (11-13)

4. Overcoming interstitial precipitates (l4)

5. Cros-slip (15)

7here is some experimental support for each of these mechanisms, making it

difficult to decide vhich one is actua•ly rate-controlling. Prom a review

neslop and Petch (10) first suggested that the strong temperature dependence
of the yield and flow stress in Iron .lght be due to a high Peierls-Nabarro
stress. However, they attributed the temperature dependence to a chang In
width of the dislocation with temperature rather than the contribution of
thermal fluctuations to overcoming of the Peier.l-Nabarro stress. 2heir
suggestion does not account for the strong effect of strain rate on the yield
stress.
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of the experimental data available at the time for iron, Conrad (6) concluded

that best overall agreement was for therumlUy-activated overcoming of the Pelerls-

labarro stress. Sabsequent work on iron (8,16) supported this conclusion. More

recently, Conrad and Hayes (9) analyzed the available data for the Group vA (v, Nb,

Tim) and Group VIA (Cr, 1o, W) metals and again concluded that the rate-controlling

mechmnism at low temperatures vws overcoming the Peierls-Nabarro stress. A similar

conclusion was reached by Bisinski and Christian (5) for iron and Christian and

Nhaters (7) for the Group VA metals.

In the present paper pertinent data for all the B.C.C. transition metals are

reviemed (including some more recent data M7 ,1 3 , 1 7 - 19 W)) and the question of the

rate-controlling mechanism during low temperature deformation re-exumiud.

fterimental Data

I. Nffect of Temperature on Yield and Flow Stresses

1. Micro-defomation

Omplaying a strain sensitivity of 4 x 10"6 and a strain rate of . 10"3

sec Brown and 1vall (15) found that the stress-strain behavior of ultrapure

(.. O.O010 wt % Interstitials) and Impure (- 0.04 wt % interstitials) Iron consisted

of three distinct regions; Fig. 3.

A. ft" is the stress where a hysteresis loop is first observed upon

loadin and unloading and represents the first evidence of dislocation notion.

ft s o oy observed after previous straining (a - 106- to 5 x 10-2).

'Sources of data in addition to those mentioned In the text are given at the
end of the bibliograpiW. Also given there are the references pertaining to
the FiVreS.

"TMwrmaout the prevent paper a will be used to designate tensile stress an
sher stress. It will be assumed that r - . SlinarIly, & is the tensile
strain rate and j the shea@ strain rate; 4 -0
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B. aA is the stress at which a permnent strain first occurs; i.e. the

lowest stress at which tLt hysterisis loop does not close. 2is Is genersai7

the same an the stress at which a deviation from linearity cm be mesured and

is usually called the proportional lilit.

C. o0 is the commonly called yield or flow stress.

Brovn and S,.ll found that ft van independent of tmperature (between 300e n

780K) for both the Impure and pre irons- Me Variation of qA with temera re

is shown in Fig. 4. aA for the locked state (undefoamed Imure iron) here esibits

about the same temperature dependence as that previously reported (20,,2.) for the

lower yield stress (of annealed or strain-aged states) and the subsequent flow

stress of various impure irons (C + N > 0.015 vt Q) and steels. t on the other

hand, aA for the unlocked (deformed) state has a lower temperature dependence

than that for yielding or for subsequent flow. Additional evidence that the

proportional limit aA after prestraining has a weaker temperature dependence tbhn

the flow stress o1 of iron has been reported by Conrad and Frederick (8), •tg. 5,

and KitaJim- (22).

2. iacro-deformation

The yield or flow stress i of B.C.C. metals can be considered to consist

of three components (6,10,20,21):

r r*(T,') + +u 4  (1)

S* is the thermal component which depends on temperature T and strain rate j

is associated with thermalWy-assisnted overcoming of short-range obstacles. a*

represents the atherul component associated with lon&-range stress fields, is

independent of strain rate, and varies with temperature only through the temper-

'Data on the other B.C.C. metals also indicate that the proportional limit of
annealed impure (> 0.02 Vt $ interstitials) material has a temperature depsdme
sBIMiar to that for the subsequent yield and flow stresses (9,20).
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ature variation of the shear modulus h. Kd4 is the component representing the grain

size effect. K is the slope of the plot of the yield or flow stress versus the

reciprocal of the square root of the grain size d and for annealed Impure material

is relatively independent of temperature and strain rate, when compared to 1* (21,

23-26). When K is independent of grain size, KCdl" gives the Nall-Petch relation (2T,

28). There are, however, indications (29) that K for both the lower yield stress

and flow stress is a function of the grain size and, therefore, that the effect of

grain size is not given by the simple Nall-Petch equation.

In the present discussion we are principally concerned with the effect of

temperature on the thermal component r* and wish to separate it from the others.

This is accomplished by subtracting the stress at a given temperature T from that

at some reference temperature To (6,20) (assuming that K is relatively independent

of temperature), i.e.

r - ro - -* (T,4) - -er (T°,4) A•r (To,) (2)

Typical results on iron and tungsten are shown in Figs. 5 and 6. Similar plots

have been developed previously for iron (20) and the Group VA and VIA metals (9,

20). -* as a function of temperature is then derived from such plots by ta1kin

S= 0 at the temperature T., obtained by extrapolating plots of log 1 versu

T to a value of'~5 xlo 3 Kgj(n - ), ere andhence

is obtained by graphical differentiation of average curves simila to thoseaT

in Figs. 5 and 6.) Plots of r* for yielding versus temperature for a strain rate

of - 10"4 sec"1 derived in this manner from the available experimental data are

given in Figs. 7 and 8. It is here seen that for the Group VA metals the variation

of -r* with temperature Is relatively independent of parity and pain size (i.e.

whether the specimen is single or polycrystaline), while for the Group VIA metals

and irvu, -y* as a function of temperature is clearly dependent on parity and grain
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soIe For the Group VIA metals and iron, the upper limit oi T* at a Liven temper-

ature is for polycrystals with interstitial contents a 0.02 Vt %,; the lower limit

Is for single and polyerystals with less than 0.005 vt % interstitials. Single

crystals and polycrystals with intermediate inpurity levels exhibited a variation

of v* with temperature between these two limits. In general, for the Impure zat-

erials r* at a given temperature vas less for single crystals than for poly-

crystals of the same Impurity content. Figs. 5 and 10 show that previous ther-

mal treatment and deformtion m also influence the temperature dependence of r*.

Values of TO (to the nearest 5001) for a strain rate of 10"4 sec" 1 are given

in Table I. For the Group VIA metals and iron, To for the pure aterials is less

than that for the Impure materials, whereas for the Group V metals there is no

significant effect of it ity content To. This difference and the difference in

the effect of Impurity content on the temperature dependence of r* ma be related

to the higher solubility of interstitials in the Group VA metals compared to the

Goump VIA uetals and iron.

Fom hble I it is seen that the ratio ToT/ is 0.22 + 0.04 for all Impure

polycrystalline B.C.C. metals. In a previous paper (9) it was shown that the

yield stresses of all the impure polycrystalline B.C.C. metals correlate rather

well on a single curve vhen r* is plotted versus the parameter (T-TO)/T.

Values of r* obtained by extrapolating the curves of Figs. 7-9 to 00° are

given in Table II. Because of the rapid increase in r* at very low temperatures,

there is some uncertainty associated with these values. However, if one plots

the loarithm of r* versus temperature, an approximately linear region occurs

at low temperatures (see Fig. ll) allowing for an easier extrapolation. Extrap-

olation of this linear region to OK gives values of *o slight3y higher than

those based on the linear plots; see Table II. Both methods yield values of T*
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of the order of 30"2 i.

lI. Effect of Strain Rate on the Yield and Flow Stresses

Fig. 2 shows tyrpical variation of the strain rate parameter Ao/A in ,

(Au Is the incremental increase in yield or flow stress for an increase in strain

rate fr 1 to i2) with temperature for the B.C.C. metals.t It initially Increases

with decrease in temperature belov To, goes through a =ximum, and then decreases

again, approaching zero as the temperature goes to absolute zero. It depends on

s c (i.e. on Impurities and on thermal and mechanical history) in a silJar-

ner a does the parameter comre, for examplq the effect of strain on
ArAT

/alh In j and on -T for iron in Figs. 2 and 5.

Another type of experiment which also gives the relationship between the

yield stress and strain rate is the so-called delay-time test employed by Wood

and Clark (31) and others (32). In general, the parameter hA/A in td obtained

fro roach tests, where td is the delay time for yielding, has a similar value and

exhibits the same trends as does the parameter Aa/A in j.

MII. Ativation Energy, Activation Volume and Frequency Factor for Deformtion

1. General

It is now generally accepted that the deformation of metals my be

themlly activated, and if a single mechanism is rate-controlling, one can

vrite for the shear strain rate

4 pbi- pbh v* exp (-. T-H-.T) (3)

where p Is the density of dislocations contributing to the defomation, b Use

barlmre vector, i the average velocity of the dislocatlons, a the product of the

uaber of places where thezral activation can occur per unit length of dislocation

tNore detailed data on the variation of - with temperature are found In Refs.

5,T,8j, and 13. Alne
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and the area wept out per successful therma fluctuation, * the frequency of

vibration of the dislocation segment Involved In the thenal activation, and I the

activation enthalW (energ) which my be a function of the shear stress r ed the

teqperature T. For the B.C.C. metals it has been established (6,8,9,16) that I is

priamri•y a function of the effective shear stress r** (i.e. the thermal com-

ponent of the yield or flow stress) given by the difference between the applied

stress T and the long range internal stress -rp; i.e. 'r* - 'r- 'i. Further, one

can oho that (33)

Rearranging Eq. 3 and differentiating, one obtains

- - k T~~Y )()

- k In ('yIl) (a)

where v - pbsv* and - - Is defined as the activation volmue *. ge value of

v can be obtained from the relations

H kT • n•(/4*) (6)

or - T(~~-),) ln (,;/j) (6a)

i.e from the slope of a plot of H versus T or a plot of versus T

If v in relatively independent of temperature and stress per se, the values of H,

v* and v can then be derived from the relationships between stress, temperature

and strain rate obtained from the usual mechanical tests. For polycrystalle

tThe values of H, v* and the product sv* can also be obtained from meaSuremnts- a

the effect of stress and temperature on dislocation velocity by replacing the
strain rate j in Uqs. 4-6 with the velocit7 A.
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B.C.C. metals (and also single crystals) a reasonable assumption is that T - i a,

and y - 0.7 s, where a is the tensile stress and e is the tensile strain; also

()is approximted by (ufor d¶k is sm'Il compared to

2. Activation Energy, H

The variation of H with -r* obtained from the available experimental data

is shown in Figs. 12-18. Essentially identical results were obtained from the use

of either Eq. 4 or 4a, supporting the validity of the assumptions inherent in these

equations. The curves drawn in these figures represent the author's interpretation

of the variation of H with T* indicated by the data points. There is, however, some

doubt as to whether a change in curvature actually occurs at the low stress and, for

the most part, the data suggest equally well a rather rapid increase in H as .w

approaches zero. Of particular significance in Figs. 12-18 is that, within the

scatter of the data, I as a function of r* is independent of the yielding or flow

phenomena considered (microcreep, delay time, proportional limit, upper yield stress,

flow and dislocation velocity) and of the structure (impurity content, grain size,

and previous thermal or mechanical history) for a given metal. In Fig. 19 it is

seen that H., the value of H at l - 1 Xv, in approximately equal 2o 0.1 •3

when comparing the various B.C.C. metals.t

A number of investigators (2,6,34-36) have reported that the activation

energy for yielding in iron decreases in a linear manner with the logarithm of the

total applied stress -. For comparison, plots of H versus log r* are given in

Fig. 20 for the various impare polycrystalline B.C.C. metals. It is here seen

that for such plots there appears to be two linear regions, one at very low stresses

tThe shear modulus values were derived from the relation p - 9,, where B Is the
Young's modulus at TO taken from Ref. 30.

"iThe values of R and r* plotted in Fig. 20 were taken from the average curves

drawn in Fig. 12-18.
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and the other at hij& stresses, with a transition region in the vioinity of

T* - 1-5 Xg/Mr2. b.e slope in the hi& stress region is about 10 tims that

in the low stress region. kbrepolation of the streal lines at hi&h stresses

to I - 0 gives values of r in reasonable ageement with those obtained by the

other two methods; see Table II.

3. Activation volume, v*

Typical variation of v* with r* is shown for Ta, VW, and Fe In Figs.

21-23. There was agreement between values obtained from 1q. 5 anM Eq. 5a. and

from graphical differentiation of the curves of Figs. 12-18, except at the low-

est values of r*.t Fig. 24 shovs that the activation volume as a function of

stress is simiLar for all the B.C .C metals. The values given here were taken

from average curves such as those dravn in Figs. 21-23. It is seen from Fig. 24

that, for all of the B.C.C. metals, v* is about 50 Kguat r*= 2 Xg•2, increasing

rapidly to values in excess of 100 b3 at lower values of stress and decreasing

with stress to values as low as 2-5 b3 . Again, as for H, v* as a function of

stress is independent of the yielding or flow phenomena considered and of the

structure (i.e. of mechanical and therua, history).

4. Frequency Factor, v

Typical proportionality between H and temperature obtained for the

B.C.C. metals is shown in Fig. 25. Plots of the average curves of H vs T for

all the impure polcryestalline B.C.C. metals are given in Fig. 26. Average values

of v derived from such plots for both pure (c 0.005 wt %) and impure (> 0.02 vt %)

materials are given in Table III.

Additional evidence of the proportionality between H and temperature Is

provided by the variation of the ductile-to-brittle transition temperature in

t7his disaWeement will be discussed in a subsequent section.
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the B.C.C. metals with strain rate. Generally, a straight line is obtained when

the loprithm of the strain rate is plotted versus the reciprocal of the transition

temperature (37,38), suggesting a rate equation of the form e - Aes- . Taling

the logarithm of both sides of this equation and rearranging, one obtains

H - kT ln A/j (see Fig. 27), which agrees with Eq. 6 when A - v. Mis is con-

sistent with the analysis of Eqs. 3-6, if the transition from ductile to brittle

behavior occurs at a constant stress. The values of v derived from the effect

of strain rate on the ductile-to-brittle transition are given in Table IV. They

are in reasonable agreement with those obtained frog the yield and flow stress

messurements listed in Table III, indicating that the ductile-to-brittle transition

temperature is determined by the dynamic motion of dislocations, as has been pro-

posed by cottrell (4o) and Petch (24).

Discussion

1. Hate-Controlling Mechanism

The fact that the various relationships of Eqs. 3-6 gave the same values

of H, v and v Indicates that the postulated assumptions are valid, at least to

a first approximation. Specifically, this supports the contention that during

the lor temperature deformtion (< 2.0 Tm) of the B.C.C. transition metals a

single dislocation mechanism is rate-controlling and that v is relatively inde-

pendent of stress and temperature per se. Furthermore, the fact that identical

values of H and v* were obtained for all yielding and flov phenomena (and the

ductile-to-brittle transition) indicates that the same dislocation mechanism is

controlling in all cases and that this is associated with the motion of dislocations

throgh the lattice, as distinct from a generation mechanism, such as breaking ay

from an Interstitial atmosphere. Finally, the fact that R and v* as a function of

stress were independent of structure (I.e. thermal and mechanical history) strongly

301



suggests that the rate-controlling mehanim is overcoming the inherent resistance

of the lattice, i.e. overcoming the Pelerls-hbarro stress. Ftrther mspport for

the Peierls-kbarro mechanism is that dislocations in the B.C.0. metals are often

observed to lie along the close-packed directions (41-43). A smxy of the

experimental evidence negating the other mechanisms mentioned in the Lntroductian

is given in TOble V.

A possible thermally-activated mechanim for overcoming the Pelirls-

Nabarro stress (energ•) is that originaly proposed by Seeger (44i) to egplain

the Dordoni peak in F.C.C. metals and is shown in Fig. 28. It involves the

formation of a pair of kinks in a dislocation line lying in a close-packed

direction by the combined action of thermal fluctuations and the applied stress,

and the subsequent lateral propagation of the kinks along the dislocation line,

resulting in the forward motion of the dislocation. Seeger (4) calculated the

activation energ for this process at low stresses to be

R.,• [ + i log (6)

where %X is the energy of a single kink and o is the Peierls-Nabarro stress at

00K. Furthermore, Seeger gives

Ex 0 ( (8)
1T

te thermal comonent of the stress r* ha. been substituted for the total
stress r in Seeger's equation.
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o 2

and = 2ab

= 2 •(9a)

0

where 2HIs the Peierls-Nabarro energr per atomic length, a the distance between

close-packed rows, b the Burgers vector and E° the line energr of a dislocation.

Taking the average value of r* (from Table II) for 0and taking E. - one
0 P

obtains from Zqs. 7 and 8, H0 (.r* = i 2) . 1 o k 3, in good agreement with

measured values of H%; see Table VI. Furthermore, from Eqb. 7 and 8 one obtains

S= 3-4 x 10-2 pb3 and from Eq. 9, H• = 1-2 x 10"3 pb3 ; again see Table VI.

Taking the derivative of Eq. 7 with respect to .r* gives

- V*= . (10)

Values of HK derived from the values of v* at r* = 1 Kmg/2 are also given in

Table VI and are in agreement with those obtained from Eqs. 7 and 8. For com-

parison, values of H. derived from the slope of the plots of H vs log r* (Fig. 20)

at low stresses (< 1 Kg*/2 ) are approximately 1/6 to 1/3 those calculated using

Eqs. 7 and 8, while those derived from the slope at high stresses (> 10l i 2)

are about 3 to 4 times larger. Agreement occurs in the intermediate stress range
( = 1-5 g�/ 2), where the plots show curvature.

The good agreement between the values of HRo and HK obtained from the

various relationships (Eqs. 7-10) indicates rather strongly that the nucleation

of kinks is the rate-controlling mechanism during low temperature deformation of

the B.C..C metals. Although the derived values or 0 BK and % are samebhat

higher than those usually given for close-packed metals (45), they are in accord

with those calculated usinC the original Pelerlu-Nabarro equations (46) and the
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more recent calculations of KNulmmnn-Vilsdorf (47) and Hobart and Celli (1.8).

The good agreement between the values of No and NK obtained using only experimental

data and those obtained using o - p •b 2 indicates . at the line energy in the

B.C.C. metals is very nearly j pb2 .

According to Seeger (14) the width v of a kink is given by

V .4a ýOb,4(11)

and the critical separation A* of the kinks during thermal activation is

*-w__log 3 (12)
1T

H -H K (12a)

The values of v and of 1* (at = 1 Kg/m 2) obtained from Eqs. U1, 12 an l2a using

the average values of H., BpN, and H (.r* - 1 Kg/un ) from Table VI and taking

E°= t jb2 are given in Table VII. It is here seen that v a 7-10 b and

*(r .- I Kg/rim) = 12-22 b, which are quite reasonable. Amin of significance

is the good agreement between values of .* from Eqs. 12 and 12a.

For the Peierls-Nabarro mechanism the frequency factor can be given

by
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where p is the density of dislocations participating in the deformation, b the

Bargers vector, A* the length of dislocation segment involved in the thermal acti-

vation, L the maxinam lateral spread of the kinks and vd the Debye frequency. The

first term within the brackets represents the number of places per unit dislocation

length where thermal fluctuations may nucleate a loop of length 9*; the second term

is the area of the slip plane swept-out per successful thermal fluctuation; the

third term is the frequency of vibration of a segment of length £*. Taking

p . lcm £* = lOb, L = 10-4 cm and vd = lO13 sec 1, one obtains v - 108 sec,

in agreement with that observed experimentally for many materials; see Tables III

and IV.

Since H and v* as a function of T were independent of structure, the

effect of impurities, precipitates, grain size, dislocations and other aspects

of previous thermal or mechanical history on the temperature dependence of the

yield or flow stress is then due to a change in the frequency factor v, i.e. in

the mzber of dislocations p participating in the deformation or in the lateral

distance L a kink can move before encountering an obstacle. In this regard,

Conrad and Frederick (8) investigated the effect of straining and of interstitial

precipitates in iron on the temperature dependence of r*. Some of their results

are given in Fig. 3, which shows that a weaker temperature dependence results

from straining and from the presence of precipitates. Figs. 29 and 30 (taken

from their paper) show that the weaker temperature dependence is associated with

a larger value of v, given by the slope of the plot of H vs temperature. From

the relation v = pbsv* and taking the value of sv* derived from the dislocation

velocity measurements of Stein and Low (50), they obtained values of p, and their

increase with strain (see Table V3) in agreement with dislocation densities

detaened by Koh and Weissman (42) by thin-film electron microscopy, indicating
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that the increase In 9 was due priaurily to an increase in p. They further concluded

from their results that precipitates represented good sources for dislocations, in

agreement with observations of leslie (51) and Van Tome and Thomas (5.).

From Table III it is seen that the weaker temperature dependence of y-

for single crystals or pure polycrystals as compared to impure polycrystals in

the Group VIA metals and iron is associated with a frequency factor that Is larger

by 3 to 5 orders of magnitude. These larger values of v cannot be due entirely to

a greater dislocation density p, for this would require unreasonably large values

for p. Rather, it appears that this difference in V is primarily due to larger

values of L for the pure as compared to the impure materials, suggesting that

interstitial atoms or precipitates influence the extent to which the kinks can

spread before encountering an obstacle. Besides acting as obstacles to kink

motion, the interstitial atoms or precipitates may induce cross-slip, which in

turn limits the dislocation loop length on the slip plane. Of interest in this

regard are the observations of Schadler and Low (19), who report that under now

conditions dislocations in tungsten crystals can move long distances without

multip•ying, in agreement with the high values of v given in Table III for

single crystals of tungsten.

All of the above supports overcoming the Peierls-Nabarro stress by

thermally-activated nucleation of kinks as the rate-controlling mechanism in

the B.C.C. metals at low temperatures. However, explanation is needed for the

fact that in the vicinity of T (i.e. r* = O) H, for the most part, does not

increase as rapidly with decrease in stress (or increase in temperature) as is

expected from the values of v* or the straight line portion of the H versus

temperature curves at lower temperatures. As indicated earlier, the scatter in

the data allow for a more rapid increase in H than is indicated by the curves
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drawn in Figs. 12-18. The low values of H for stresses only slightly greater than

zero may then simply reflect the difficulty in defining T u 0 exactly. Also, v

may actually decrease with increase in temperature (or decrease in stress).' on

the other hand, a different mechanism may become rate-controlling in the very low

stress range. Additional work is needed to resolve this problem.

Finally, one needs to explain the much smaller temperature dependence

of the proportional limit after straining and the fact that aE, as defined by

Brown and Ekvall (15), is independent of temperature. Also, in recent invest-

igations on the determination of H as a function of stress in Ta by creep tests,

Chambers (39) found a spectrum of activation energies for very small strain rates

(10 - 1031 sec1 ) rather than a single activation energy~tt There are two

possible explanations for these various effects:

(1) These phenomena represent the motion of those specific dislocations

located in the most favorable internal stress fields and the applied stress pri-

marily gives direction to the motion of these dislocations and does not contribute

significantly to the thermally-activated process.

(2) Another easier mechanism is rate-controlling at the very low

stress levels, for example the lateral motion of kinks, as proposed by Brailsford

(53), or the lateral motion of Jogs as suggested by Chambers (54).

11 ooth cases the easier motion would soon die out and, to obtain gross macroscopic

flow, the more difficult mechanism of nucleating kinks would become rate-controlling.

The rapid strain hardening associated with the early part of the stress-strain curve

t7The change in v may be the result of straining at different temperatures (or stresses)

rather than the effect of stress or temperature per se.

"tAs an upper limit, Chambers (39) reported an H versus stress relationship in egree-
ment with that given in Fig. 14.
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would then be an exhaustion hardening rather than an interaction hardening, which

occurs subsequently during macro-flow. Here, also, additional research is needed

to resolve this question.

2. Yield Point and Work Hardening

The fact that K in Eq. 1 is relatively independent of temperature and

that the activation energy and activation volume as a function of stress are the

same for all deformation phenomena suggest that the yield point in the B.C.C. metals

is not due to the thermally-assisted unpinning of dislocations from their inter-

stitial atmosphere, as proposed by Cottrell (1), but rather results from the sudden

multiplication of dislocations by the double cross-slip mechanism of Koehler (55)

and Orowan (56), as proposed by Johnston and Gilman (O7) for LiF. In this latter

model the multiplication of dislocations is controlled by their motion through

the lattice, in agreement with the experimental facts. As pointed out previously

(16) three factors favor the occurrence of such a yield point in the B.C.C. metals:

(1) Initially there exists only a small number of dislocations which can

contribute to the plastic flow, due to the "pegging" of the available

dislocations by interstitial precipitates (as distinct from pinning

by an interstitial atmosphere).

(2) The dislocation density contributing to the plastic flow increases

very rapidly with strain. This is inherent in the double cross-slip

mechanism for multiplication, and has been observed experimentally in

iron by Keh and Weissman (42) and in molybdenum by Benson (58).

(3) The change in stress for a given change in dislocation velocity bf )

or is relatively large; see Fig. 2.

To check the proposed interpretation of the yield point, stress-strain

curves for mild steel were calculated (16) using Eqs. 1 and 3 and the available
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information on the activation energy as a function of stress (Fig. 18), the

value of sv* derived from etch pit measurements in silicon-iron (6), the

increase in dislocation density with strain (42) and the increase in flow stress

associated with the increase in dislocation density (12). The good agreement

between the calculated and experimental curves is shown in Fig. 31. Since only

plastic btrain was considered, the upper yield point was taken as the stress at

a plastic strain of 104 , which is approximately the observed pre-yield micro-

strain in iron and steel.
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TAULE I

To an thi ratio T,/T, fr pue (< o.om t % € tnte, itini) nd Murn (;,o.me

vt % lzatmntials) B.C.C. mtsla for a strain rate of 10W4 s 1.

metal T olT/

Pure lupur. Fa" I"Pr.

V 2137 --- 500 ---- 0.23

Nb 2T41 500 50 0.18 0.18
Ta 3269 600 600 0.18 o.18

Cr 21.8 --- 500 0--- 0.26

No 2883 45o 700 o.16 0.24
U 3683 500 8ft 0.14. 0.23

N 1810 300 350 o.16 o.19

TABLE II

Extrapolated values of r* to 0°K, -o, obtained by different mthods.

metal ht ro, y/=2 r(Ar.)/p

xl103 Kd 2  r*vs T log ¶*vu T Hvh log T* Avg. z O"2

V 5.2 60 65 60 62 1.19

Nb 1.0 58 65 60 61 1.52

Ta T.0 60 67 80 69 .99

Cr 1.1. 79 90 80 83 .T3

Mo 12.7 78 105 85 89 .70

w 15.7 100 165 100 122 .78

e 7.TA 19 65 60 58 .78

tThe mue of the shear moduls we taken as p 3/8 Z., where Z is Youngs mobls
at 3600K taken fras data by Tiets and Wilson (30).
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TAML III

tb. fr*quencY factor w for the B.C.C. metals obtained fras yield or flow stress

measuremets. v (s."1)

jbtal Authors Pure 81sn1.e ulere
or Polycrystals POlvc sta• a

V Present --- 10
christian ant IMsters (7) --- lo

1b Present 106 108
Christian and Moters (7) --- 10

Th Present 108 108
Ch•mbers (39) lo-

Christian and Masters (T) - 10
- ord•ke (13) 1 .0

Cr Present --- 109

No Present 1011 106

w Present 30l1 107

Fe Present 10 108
Dasinski and Christian (5) --- 108

Conrad (6) : 10 1
Lm, ,Plateau and Crussrd (38) -o- o

TANA IV

Values of y derived from the effect of strain rate on the ductile-to-brittle

transition teMoratel (Date from Refs. 37 and 38.)

Ibtal 9 (sec"1 )

Cr 1010

No 10- .1012

S1012

Fe 108 _ 1012
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TAMA VII

Values of v an A* derived fram the e :.eri.mental data.

metal v/b b
Eq. 12 Eq. 32m,

V 8 15 1l

Nb 8 15 12

Ta 9 17 13

Cr 10 19 2D

Mo 11 21 20

w 10 21 18

Fe 10 18 19
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TAMA VIn

Effect of Strain on the Dislocation Density Participating in the Plastic Flow of

Iron Determined from the Frequency Factor v (After Conrad and Frederick (8))

Material Strain p (Se-2 1 ) p (cm" 2 )

Vac. Melt. Electrolytic 1 x 10-3 2.1 x 10T 8.4 x lo8

Iron-W.Q. from 920 C 10-2 8.2 x 10T 3.3 x 109

Ferrovac - Decarb. 2 x 10-2 3.8 x l06 1.5 x 108

10 x 10"2 1.7 x 108  6.6 x 09

20 x 10-2 5.3 x 109 2.1 x 1011

Ferrovac - Annealed >5 x 10- 2  5.3 x 109 2.1 x 10i
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FIG.I INITIAL YIELD STRESS OF VARIOUS

POLYCRYSTALLINE METALS VERSUS T/Tm
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FIG. 7 VARIATION OF -•* WITH TEMPERATURE FOR
PURE (' 0.005 WT % INTERSTITIALJB) AND
IMPURE (>0.02 WT % INTERSTITIAL.S)
GROUP VA METALS. STRAIN RATE: I0-4 SEC-I
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FIG. 8 VARIATION OF r' WITH TEMPERATURE
FOR PURE (<0.005 WT % INTERSTITIALS)
AND IMPURE (>0.02 WT % INTERSTITIALS)
GROUP VIA METALS.
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FIG. 1O TEMPERATURE DEPENDENCE OF REVERSIBLE
FLOW STRESS IN IRON

[AFTER BAZINSKI AND CHRISTIAN (5)]
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FIG. 19. RELATIONSHIP BETWEEN H 0 (T"* - I Kg/mm2 )

AND /Lb FOR THE B.C.C. METALS
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FIG. 20. ACTIVATION ENERGY VS LOG r*
FOR THE B.C.C. METALS
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FIG. 24 EFFECT OF STRESS ON THE ACTIVATION
VOLUME FOR DEFORMATION OF THE B.CC.

TRANSITION METALS
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FIG. 26 VARIATION o0 ACTIVATION ErNErRY WITH TEMPERATURE
FOR IMPURE, POLYCRYSTALLINE B.C.C. METALS
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FIG. 27 VARIATION OF THE ACTIVATION
ENERGY FOR BRITTLE FRACTURE
WITH TEMPERATUE.(AFTER LEAN,
PLATEAU AND CRUSSARD (38))
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FIG. 28 SEEGER'S MODEL FOR THERMALLY-ACTIVATED
OVERCOMING OF THE PEIERLS-NABARRO ENERGY
a. DISLOCATION LYING IN A CLOSE- PACKED
DIRECTION. b. INTERMEDIATE STAGE IN THE
FORMATION OF A PAIR OF KINKS OF OPPOSITE
SIGN. c. FINAL STAGE IN THE FORMATION OF A
PAIR OF KINKS. d. LATERAL MOTION OF THE
KINKS UNDER THE APPLIED STRESS.
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FIGURE 30
VARIATION OF ACTIVATION ENERGY

WITH TEMPERATURE FOR FERROVAC
IRON (FROM DATA OF BASINSKI AND

CHRISTIAN (5)).
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FIG. 31. COMPARISON OF CALCULATED AND
EXPERIMENTAL STRESS -STRAIN
CURVES FOR MILD STEEL
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Strain-Ageing in B.C.C. Metals

by

A.R. Rosenfield and W.S. Owen
Department of Metallurgy University of Liverpool.

Most strain-ageing studies have concentrated on the kinetics of the

serrer-ation of interstitial solute during ageing, the rate of depletion

of the matrix concentration being followed by the ;.easurement of

electrical resistance, internal friction or some other suitable physical

property which depends only upon the ..resence of interstitial atoms in

solution. The nature and rate of the changes in mechanical properties have

been studied less extensively and in this paper attention is focussed on

ti"is zspoct of the .robiem, but discussion of the relationships between

strain-ageing and fracture properties is excluded.

Classification of Interstitial Solutes

The eAe. al pro1oertics of interstitial elements in body-centred cubic

lattices can be discussed systematically if a distinction is l.ade between

'soluble' and 'insoluble' elements, the demarcation being arbitrarilj

c.iosen at 1 atomic oercent solubility. The behaviour of insoluble systems,

lor example iron-carbon, can be described com.letely in termis of t;±e hard-

sphere model which assumes that the interstitial atom is not ionised. The

interstitial diffusion an-i thi interaction of the interstitial with dis-

locations can be explainod on the basis of strain-energy ccnsiderations

alone and the small solubility is a result of large local strains due to a
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relatively unfavourable size-factor. When ccnsidering soluble systems,

suca us tantalum-oxygen, effects other than those due to strain intcractions

must be taken into account. Internal friction experiments reveal the

existence of stress-induced interstitial atom migration (1) and on increasinF

the oxygen content of Group 5A metals th-ere is a reasurable increase in the

lattice pararmeter of the solvent lattice 2'3' 4). Thus, it must be concluded

tha.t strain effects are significant. However, from the lattice parameter

measurements, oxygen in tantalum, niobium and vanadium has an atomic

diameter of about 2.08R. Since the diameter of unionised oxygen atom is

about 1.4a and that of the 0-" ion about 2.64R, it is suggested that the

oxygen in solution in the Group 5A metals is ionised w th a single negative

charge.

The difference between soluble and insoluble interstitials is revealed

clearly by considering the activation energy for interstitial diffusion. The

data in Figures 1-3 were obtained either by direct measurements of diffusion

couples, measurements of stress-induced ordering (Snoek effect) by internal

friction or they were deduced from measurements of blue-brittleness

temperatures(5). It is well known that the activation energy for self-

diffusion increases linearly with the melting point Tm of the metal. The

rate-determining step is a strain term and, because the elastic constants

are related to the melting 1oint, the activation energy increases with Tm.

A similar behaviour is expected for any diffusion process in which the jumps

are controlled by strain considerations and, in fact, for the interstitial

diffusion of insoluble elements the activation energy does increase with the

melting A)oint of the solvent. However, for soluble interstitials the

variation of activation energy with melting point is either very small or

zero (Figures 1-3). This suggests tiat the diffusion is controlled by

electronic efiects and a mode2 in thcse terms which provides a satisfactory

oualitative explanation of this effect has been proposed by Stringer and

Rosenfield (6).
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Dislocation-Interstitial Binding illergies

According to Friedel , the binding energy ';d, between a dislocation

and an interstitial atom is

wM G G(c) - Go (c) (1)

where Go (c) is the free-energy per interstitial atom dissolved in a perfect

lattice and G (c) the corresponding free-energy •.:en the lattice contains

dislocations. In general, taere are two w:ays of measuring W., either the

solubility of -ne interstitial element may be measured as a function of the

tem..e-.ture and tLe dislocation density(19), or the yield drop may be

measured as a function of temperature for a s .ecimen of known interstitial

content and dislocation density. The latter :,aethod depen(3s u-on the

assumption that the equilibrium concentration of interstitial atoms -t a

dislocation line varies with ternierature according to tne relation (20)

C a CO exp (-WdIkT) (2)

where C is the concentration w~ien taere is no segregation. Above someo

tem/•erature Tb, C fills below the saturation value C at wihich the i-etch

locking parameter k is just greater than zero. Thus,

d Ek Tb ln (Co/C = (3)

The value of C is somewhat uncertain as it C-epenOes on the precise model

which is assumed for the uniinning of a dislocation line under the action

of an applied shlear stress. iEstimates vary between 0.07 and 1.0.

Fortunately, the value of WM determined by this method is quite insensitive

to variations in the value adopted for C.m

Usually Tb has been determined by finding the temrerature at which the

discontinuous yield disappears in tensile tests carried out at successively

higher temperatures. Iio,:ever, the conditions existing during tests at

elevated temperatures do not satisfy the requirements of equation 3 and the
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values of W N deduced from them are erroneous. Yield points are observed at

low temperatures because dislocations can move under the influence of an

applied stress faster than interstitial atoms can diffuse. As the testing

temperature is raised, the temperature dependence of the dislocation velocity

is less than that of the diffusivity and at a particular temperature (ad

strain rate) the impurity atoms move with about the same velocity as the

dislocations, producing the blue-brittleness (serrated yielding) phenomenon.

This fact has been used to caltulate tne activation energy for interstitial

diffusion1. The discontinuous yield point always disappears at a temp-

erature just above the blue-brittleness temperature because at this temp-

erature the interstitial atoms are sufficiently mobile for the movin-

dislocations to drag their associated interstitial atoms with them. Taus,

in these circumstances the disappearance of a yield drop does not indicate

the absence of segregated interstitial atoms. The temperature Tb for iron-

carbon alloys is widely quoted as 7000K(22) but this was obtained from the

high temperature tensile tests of Boulanger 15) and consequently the value

of WM deduced from it is incorrect.

To determine Tb it is necessary to carry out all the tensile tests at

a temperature below the blue-brittleness temperature. Thus, a series of

specimens must be quencned from successively higher annealing temperatures

at a rate sufficient to freeze-in the interstitial distribution. The

exerimental difficulties are considerable since it is necessary to onaure

that there is no contamination of the a.-ecimen during the annealing and the

quench and that either the dislocation density is unaffected by the annealing

or tnat the density corresponding to each annealing temperature is known.

However, a number of determinations of WM for different system have been

reported and themse, together with the limited data available from measure-

ments of solubility as a function of dislocation density are given in Table 1.

When calculating WM from Tb determined by the quenching method, the usual

practice is followed of taking Cm as 1 atom per atom plane intersecting the

dislocation.

Thi binding eneru WM ban two components, WM due to strain and due
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to electronic interaction between the dislocation and the interstitial atom.

These energics are usually considered to be additive(1 8 )

"1M = + ' (4)

The electronic contribution to tae binding energy in the iron-carbon and

iron-nitrogen siotems is zero because the carbon ý_tom is not ionised, but

in systeins with a..ji.reciable solubility the electronic effect is ,robably

significant. The heterogeneous strain field around an edge dislocation

p.roduces an electric dipole (19) because electrons flow from the compressed

region above the slip plane to the dilated region below'. Thus, a net

no, ative charge is created below the extra plane which attracts positively

chargjed ions but repels ions which carry a negative charge. Thus, it is

ex;,ected that M for taniLalum-o::ygen alloys will be less than W i by an

dmount M2.

In general, the elastic strain interý,ction ener:iy is

-M A/R (5)
.W.Ml =-V

where A is an interaction :.-arameter which varies with the elastic constants,

the lattice parameter of the solvent and the extent of the dilation of the

lattice by the interstitial atom. R is the distance between the inter-

stitial atom and the geometric ceatre of the dislocation. A can be

cstimated from the Cottrell-Bilby model 26) or from refinements of this

model such as that due to Cochardt, Schoeck and Wiedersich(PT7).

The dilation caused by a carbon atom in an iron lattice can be

esti.mted from th'? measured lattice parameter chan:,e of the martensite
(26)

lattice writh c~rbon content and similar calculations can be made from

tae lattice parameter change with increasing interstitial content for those

alloy systems, such as tantalum-oxygen, which do not form martensite but

which have appreciable solubility. It is usual to assume that R is one

Burgers vector. The calculated value.s of "M1 are compared with the ex-eri-

mental values of '"; in Table 1. In iron-carbon alloys W4m and W are

identical, confirming the prediction that the interaction in these alloys
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is entirely due to elastic strain. However, in the tantalum-oxygen case 1:1M
is slightly less than WMirequiring 'el to be ne-ative, although the difference

is crobaibly only- a little gr. ater than the possible experimental error. The

eign of ;ýM2 is consistent with the coucept of a negatively charged oxygen ion

in the tantalum lattice az,. the ria~nitude of 'i is about that expected from

the electronic interaction. According to Friedel(18)

AE - (6)

where3 e is an effective v-.lue of char!.e and AE is the width of the conduction

band. The value of e in tanitalum alloys depends upon a screening constant

which is 4nown only apjroxi:ýitely, a re:usonable value being 0.3. From the

dif-'erence i- " (Table 1), ";M2 seems to be about 0.1 eV and thus, from

equation 6, A •- is about 7 eV. This is not an unre..sonable value for the

width of the ccnduction band in transition netals. Thus, although estimates

of this t.rpe are inevitably very crude, there appears to be -rounds for

sug-estin: ta.t in tantalum-oxygen, and probably in similar alloys, t.iere is

SsignificAnt el.ectronic contribution to the diolocation-so.ute interaction

eA.ergy.

The Variation of the Yield Parameters with Ageing

Until recently it w;as generally assumed tLat the return of the yield

point could be described completely in terr':s of Cottrell pinning theory; the

interstitial atoms beino attracted to the d"slocations during aeqeing under the

influence of the elastic strain field interLctions and thermal diffusion. The

differe.ice (A ) between the lower yield stress (d Y) of the a.ed specimen

and the stress at which the specimen is unloaded before ageing ( 6 p) increases

ith ageing time and Aewas assumed to be a direct measure of the derree of

saturation of I-inning sites ne&r the dislocation. However, it is now clear

that phenomenologically t.;ere are two karameters involved in the ,ield stress;

k which is a measure of the local stre3s required to activate a new dis-y
location source aad 0' the friction stress opposing the )ropaf'ation of a

slip band('2'2'. Altnough it is ;robable that in lightly aged saecimens

dislocation sources are yroduced by the unpinning of dislocations(30) as

%isualised by Cottrell (20), it seems ti1t existing dislocations are easily
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completely ir.-aobilised so tL-iat the diccoiitinuous yield occurs by the gCeileration

of di-slocations; from other di'scontinuities such as surfaces or grain bount~aries.

Thus, It is not necessarily related to un,,inning. -,ccord~ing to Petch (28)

G, C+k d_7 (7)
y ± y

The relation bvti!een stresz3-str~n curves for the ~re~zt:-zhined and the us.!ed

s -ecimien i!- shown sc~iei-,i.tica~ly in Figure 4,

d+66-+ k d- 8
y P f y

and -;ince, 'Uy definiti'onA6= 6 - 6
y p

AG=5 A 6.+ k d'- (9)
f y

Thus, the increL-Ze in yield strezas on ez.~ na.s two cmponents. .--his was

first dei.,onc ratod ex- erinienta2ll. by a:lson and Itussel1 (3-1),1l by ap,_ying

the retch ;.otho-2, shovedc t-at _'n lrzcn-cýý:-b:-n all-o-'s ran~ren is d two

ste )rozctcss; -i-st ý.incrOLICOs to a ma~ximumn va-lue wnileA6 remains zero
y f

and sub.-e',aeAtlyA6_ incroases. The 1-etch rnethod. for Oc'tern'ining k and
f y

A6~waici C~e)e.1ds u. on -,r-asurin:- t71- var 4 tion of ield stress wir th rrain

size, is valid only if t..e s--b~:r-,ctý,re and d.-is1.r 4 bution of submicroscopic

reci -itates are una'fected hjy the iLr:,.-..ti-ents used to ectabAsli a range of

grain s-Jize; a con(ition wilich is satisfied .a-)jpro.-iinately f"or iron-ba-se alloys

which are cuneal-d Lý.rourh thIe h--re clanCe (32) , but urichcl is not usually

achieved exyperimentally with other boclj-cCentred cubic metals. Fortunately,

dT. (FiGure 4+) can be determined by a method which does not require the use

of grain size as a control-led variable. The homogeileous strain-hardening

curves AB and CD (Fi.zure 4) c~ai be re 1.reseated exactly Iby cq;:,ationss of the

for..i

w::ere 1% is tiie streai-ti, cc-astýnt, F_ the str;Ain uncý n the stre-in-har- ening

in.:--ex. So that
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. n

K an n are b~st found from a lor;uritlmiic stre.::s versus logarithmic strL.in

plot of CD.

yx,,crimental studies of strain aroing which enable tc.e changes in r 6'f
and k yt be dist:ngiishd have been reported on.y in tae last few years, and

tne infori.a•tion available is limited. IHow-v-r, both soluble (tawtlum-oxygen(ý3)

vw.n-eium with carbon •nO nitr7 .en(34J)" and insoluble (iron-carbon(31) and iron-

cilicon-carbon(35)) systems have been examined and thus it is possible to

mak:e some con-arisons. On ,,going at 2610 K mild steel specimens which had

been quenched from 7000 C and zrestr.ined 4 r-rcent Wilson and Russell(36)

found a rapid initi,l increase in :riele' stre s which they attributed to stress-

induced local or. erin• of the interstitial ato :5s in the stress field of the

dislocation (6noek effect). This effect is not found in ta.t.lum-oxygen alloys

at simil:r te.-,,er,.tures and strain-rates because the jump time is too long.

For cArbon in Lr-,n the duý.:-; time -t 2930K is about 0.6 seconds but for oxygen

in t•-.tJlum it is about 468 miautes.

After an iucubati n ,erioe, ,. increases with agein- time. On ageingy
iron-carbon alloys at 60°C a t.,xi.:um vailue is reac ed when the concentration

of c.rbon ,,t the dislocLtions is 1 or 2 atoms --er atom Aane intersectirLn the

eislocation line, but the k value for tantalum-oxygen ar-ad at the sameY
tem.:erati-re levels off when le.s t.ian a teA.ta of tho •vailable dislocation

sites are occupied byr oxygen atc:.:s. The small k which is developed variesy
very little with testin-1: te.-.erature. Similar results have been found for

vanadium-carbon-nitrogen alloys(34). This contrasts with the iron-carbon

alloys in which the k is marihedly temperature depen(,ent in lightly agedy
specimens but insensitive to tostin- temrerature when fully aged. It may

be that these differences are a result solely of the differences in diffusivities

of the interstitial elements and tnat parallel results to those found in

iron-carbon can be found in the tantalum and vanadium alloys when a&eing is

carried out at higher te.:tperatuires. This aspect of the subject has not yet

been explored experimentally. A striking feature of strain-ageing is that the

valu.- of ky developed in a fully aged si;ecimen is appreciably smaller tin k
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for the alloy in the annealed condition. This effect has been attributed to

the higher dislocation density in prestrained specimens, but in all the alloys

so far examined the concentration of solute is much in excess of that

required to saturate the dislocations when segregation is complete and so

this explanation is not tenable. Possibly,the effect is controlled by the

kinetics of the strain-ageing process. In tantalum the di fusivity of

oxygen is very slow and k fljr specimens fully aged at 100 0 C is only about

one tenth of the annealed value" *3. The diffusivity of carbon in iron is

appreciably -aster and about one third of the annealed k is developed on

ageing for long times at b0°C('1). On aý!eing iron-silicon-carbon alloys at

1500C about two-thirds of the annealed k value is obtaied in fully-a-ed
(35) y

cpecimens . Again, this points to the need for ex tensive systematic study

of ageing effects at higher ageing temperatures.

The experimental data show clearly taatAS-f and k are independentf y
paraneters. In alloy systems in which the solubility of the interstitial

element is very small there is obvi',usly a tendency for l-reci.iitation to occur.

In the iron-carbon alloys studied by Wilson and Russell the initial increase

in k was not accompanied by an increase inAdjS, indicating that the Cottrell
yf

atmospheres or preci.itates formed as a result of the csrbon segreg,'ation to

dislocations in the early stages of strain-ageing do not offer an effective

resistance to the motion of uniiined dislocations. However, t 6f does

increase after longer ag7eing time but before any preci.it~te can be detected

by electron-transmission microscopy. This increase has been attributed to

carbon clusters or subinicroscopic precipitates formed after all the dislocation

sites are occupied. The relative c.:xan es in ky and A6 f with time on a-eing

at 60°C are shown in Figure 5. A similar seouence of changes was found by

Smallman and Liz.dLey() in impure vanadium. Although carbon and ,...tro:;en

have an appreciable solubility in vanadium the alloy clearly contained some

ina-.oluble ,Lement since rpreci.itates nucleated on dislocation lines were

clearly visible by electron-transmission micro'raphy on a eing at 75 0 0C. In

alloys contain:ng only soluble interstitial elements no incre•;se in A6f

due to reci.it..tion or pre;recij.itation effects is likely to occur.

Nevertheless, it is observed that 4•Af increases with ageing time. In
f
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tafltalum,-o;-ef <,L oys A'6f starts to increase at the same time as, or even

before, any chiau e in I c-n be det cted (FiGure 0). Zfeccts which have been

sup estcd to account fc,r thie increase in AE arc the pinning of forest die-
f

locutions, thuc ;ncr-.s.inL taeir resistai.ce to taie ,.assa e of -ide dislocations,

and nie jo:-ing of ,Slide 6is'ocations by tue sugregati,-n of vacancies to

dislocation lines. Trne cb~.ervation that, in t.....•-tum-oxy:_:en restrained at

293°K, ai"ed at 57M 0I and tested at 2,2 K, A f increases long before t.here is

ýýn_ ciian e in k seems to eliminate the Airst suggestion. The vacancyY
seg.regation hycotiiesis has not been tested a6equately. Preliminary experiments

on tontalum-oxygen alloys indicate that the increase in A6f. with ageing time

is much less marked in quench-aged specimens than in .restrained spec..mens aged

at the same teLrperature and, becaa.-•e tue v. cancy ccncentration in the latter

s$ ecimens is exl:.ected to be h.if:ner, this suggests that the rcle of VLLcancies

is importa.it. However, it is not feasible to carry out )arallel- experiments

on •'uenched and prestrained s-ecimen- with tie saae dislocation density, nor

iz the change in strain-hardening inex c, 1:datible with a simple vacancy

segregation model., so tiat for the resent thi;: hypothesis must also be

considered to be teatative.

The Rate Controlling Step

It ic usual to ca culate a heat of activation AH from experimen al

data relating the chan e of some physical property with a~eing time to the

ageing tem-erature, assuming an Arrhenius relationship. The values of AH

measured by changes in the yield stress (Ad ), electrical resistance and

internal friction -eeas are in surprisingly good agreement. Data which would

enable AH to be calculated iudepeidently for chaWn-es in k and ACf are not
y f

available. Howevc-r, from measurements taken daring the period when only k
y

is changing, it is clear that the rate of diffusion of the most rapidly

diffusing interstitial eloment coatrols the segregation to dislocations during

the early stages of strain agein . Thus, the fact that reasonably good

agreement between ii for the cnan-e inA6and AH from measurements which

depend upon the rate of depletion of the m. trix interstitial solid-solution

is maintained at later stages of ageing when the change in Ad' is significant

f
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suggests tnat tne controlling activation energy for A6 is either that for

the fastest moving interstitial or for orme other process with nearly the

same activation energy.

Johnson(37) has claimed that the rate of change of electrical resistivity

on ageing niobium can be explained by vacancy migration because the measured

activation energy is 0.25-0.30 times the .ctivation energy for self-diffusion.

When all the available values of AH for strain a-eing processes are plotted

as a function of the melting point (Tm) of the solvent metal the best fit is

given by AH 'a 0.3 Tm (Figure 7). Brooks(38 ) has estimated theoretically that

AH " 0.2 Tm. Thus, eitier the theoretical estimate of the proportionality

constant is incorrect or the rate controlling step i2 not vacancy migration.

Some support for the concept of control by vacancy migration is available from

the limited data on the rate of recovery of irradiated iaterials. A H derived

..rom measurements of the isothermal recovery of electrical resistance after

irradiation in an atomic ile are listed in Table 2. Considerable ageing

occurs in thc pile and freshly irradiated s ecimens have well-developed yield

points but, although there iE no subsequent change in ky, on isothermal

annealing the flow stress increases, corresp•onding to a chanrge in A6. Thisfe
lattice hardening is usually considered to be the rc:-ult of vacaricy iration.

For the metals for w.-ich data are available (N1b, rIo.1), the values of A 11

ior the recovery of ýlectrical resist•,ce aftcr irradiation agree closely with

twose for the change in 4 6 on strain ageing.

The other £,o.sibility is that all stages of strain-ageing are conitrolled

by the diffusion of the fastest-moving interstitial olement. As shown by

the data collected in Table 2, in general there is good agreement between A H

derived from measurements of the rate of change of 46"and AH for diffusion of

the appropriate interstitial.

Thus, it must be concluded t.att the available data are insufficient to

enable an unambiguous distinction to be made between interstitial element

diffusion and vacancy migration. It is ;,ossible ti-.t tae rte contorollinZ

step varies with the alloy system and with the diffeCrent st-ges of strain

ageing. ziowever, before these questions c.n be answered it i.; clear that much

more ,precise data on the activwtion energies for i-terstitial diffusion,

361



vý,cancy miigr:-.tion an,' ti4 e cnange in :iecn.un--c-, ro,,erties during straiin

L, ein,- are re quirod. It is ý:,rticul;rly importai-t t..-t in *,.tu!-e work ex~ eri-

nments "re desi~r±-'d wind.cl se,,arLte e2: :;t'U jrod~lcinýý c.tan-es in k~ frcm~ those

* ,clmowledf!,-ments

r~ids work is supl~ortc-d LrtAC ý-aited At-tcs d.ir r'orc,: -.neer c~ntrz.ct

i~uznber AJ'33(6i6)-6E30 iPateriads La.,oi'atory rittes nar

i'orce Zzsc, .,ido; Lan'Laj)s -,:1c. n~cn~trunmbc:r 105. ..e .,,-,d uý..e-jl

disc;,jssions wita 1;r. ý.~rw~,r. --. .{u' 1 ,' c't.ier collea ue3 -.t t.'.c

Jnfive:'sit, of A.ver;,ool.
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Table 1

Measured and Calculated Binding Znergies

System Reference WM Measured iM Calculated M2 Calculated t 4 5alculated

eV eV eV dines
cm

.'e-C 23 0.30 0.76 0 3.0 x 10-20

Fe-N 24 0.73
19 0.71

Ta-0 0.5 o.54 o.64 -0.10 2.9 x 10-20
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Table 2

Measured .,ctivation zherries zor 6trL.in-keinA ýrocesses, interstitial

Diffusion ndLecovery of :a-adjation Damage in L.C.0. Metals

Material Metnod Reference .geing Alf for 6H for AH for
Te'yerature strain Interstitial Recovery

Sagving Diffusion aiter Irradia-
eV/atom Element eV/atom tion eV/atom

4,4Fe Change in 23 25-60 0.78
M. Int ernal O. Z9

.riction
N 0.81
C 0.89

V Change in
A4T 2 125-200 1.20

Change in
&3r 39 100 1.09

C 1.19

Cr Internal
Friction $9 30-330 -1-1.5

C or N 1.26

Nb Change in
A e" 0 100-162 1.17

Electrical
Resistance 41 100-iE0 1.22

0 1.17
Electrical

Resistance 41 100-1 _4 1.22

HO iaectrical
Resistance 42 100-1-O 1.25
Internal
Friction 43 300-400 1.3-1.5

Changen 44575-700 1.58

Electrical
Resistance 45 • 150 1.3

C 1.45
aectrical
Resistance 41 140-200 1.25
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Table 2 (continued)

Ho Ulectrical
Resistunce 45 150 1.30

Ta Mlectrical
Resistance 45 120-180 1.25

0 1.11

W Electrical
Resis taice

'Pure$' 6 335-650 1.7
'Doped' 46 325-650 2.3

Electrical
Reistaace 47 -350 1.7

C 1.72
Qlectric;Al
Res~stance 48 3-0-450 1.7
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Figure 4 Schematic stress-strain curve for a prestrain, aze and
retest sequence.
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HARDENING BY SPINODAL DECONPOSITION

John W. Cahn
General Electric Research Laboratory

Schenectady, New York

ABSTRACT

The effect of the internal stresses produced by spinodal decomposition on

dislocation behavior is investigated for several slip systems in cubic materials.

INTRODUCTION

There has been much work on the effect of precipitation on mechanical proper-
ties 1 4. Almost all of the theoretical work has been concerned with discrete
particles, either coherent or incoherent. There exist, however, a number of pre-
cipitating systems in which the early stages of precipitation resemble long-range
coherent composition fluctuations with no abrupt changes in composition. This
kind of precipitation results from a thermodynamic instability called the spi-
nodal. The theory of spinodal decomposition has been developed for both iso-
tropic5 , 6 and cubic 7 materials. There is good reason to believe that a number
of important age hardening alloys 8 belong to this class, among them the nickel
base Inconel 80 and Nimonics. It is the purpose of this paper to explore theore-
tically how the mechanical properties of a cubic crystal should be affected by
the long-range coherent composition fluctuations resulting from spinodal decompo-
sition.

At a first glance a structure of such composition fluctuations might seem
too vague to give any hope of calculating much about its properties. Actually
just the reverse is true. There is a great deal of regularity in this structure.
In cubic crystal the composition fluctuations are best described as interpenetra-
ting stationary (non-propagating) (100) plane waves. This has been derived t' o-
retically7 and the sharp directionality has long been known8 experimentally from
the streaking of X-ray spots. We will therefore assume that we are dealing with
fluctuations all of whose Fourier components have <100> wave vectors.

For some of the calculations it will also be assumed that the structure con-
sists of only three perpendicular (100) raves all having the same wavelength.
Again there is good experimental and theoretical justification for choosing a
single wavelength to describe the structure in the early stages of decomposition.
Such a structure consists of two interpenetrating simple cubic arrays (a large
CsC1 structure) of pseudo particles (maxima and minima in composition), connected

375



by an interpenetrating simple cubic lattice work of <100> pseudo rods.

The experimental variables at our disposal are amplitude of the Fourier com-
ponents and wavelength of the most prominent ones. Temperature of aging primarily
affects the wavelength, while time, at temperature, primarily affects amplitude.
Thus we can change the spacing and resistance to deformation of our pseudo par-
ticles. The spacing ranges from A0• to 10ýi, and the amplitude is usually limited
by the loss of coherence which occurs when the lattice parameter variations due to
the composition variations result in strains of the order of percents.

In this paper we will discuss the force on a single dislocation due to the

internal stresses and composition gradients in the undeformed structure.

THE INTERNAL STRESSES

Consider first a single Fourier component of the composition fluctuation
whose wave vector 0 is in the [001] direction (z direction) and whose amplitude
is A(o)

c - c = A(P) cos oz (1)o

•Ina
in a cubic alloy of average composition c . Let j - -6 - describe the compo-
sitional variation of stresi-free lattice parameter a. fhe internal stress a
produced by this plane wave is given by

a -,o - (rj•cY) =A 1I Y(100) cos 3z
xx yy

(2)
a =a -a I " 0

zz xz yz xy

where Y(100) - (C11 + 2C 12 )(Cll - C ) 1C

Consider next the superpositioning of all Fourier components whose wave
vectors are in the [001] direction

axx M Cyy 3 S3(Z)

(3)
o a -Ma -a -0
zz xz yz xy

where S (z) is given by integrating equation 2 over all Fourier components in
the z Airection

S3(z) - ,Y f A(O)elo do .
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For the [100] and [010] components we may define similar quantities for the
internal stress, SI(X) and S (y) respectively. Thus the internal stress result-
ing from all Fourier componenis is

z() 0 0

a 0 S3 Z) + Sl(x) 0 (4)

0 0 Sl(x) + S2 (y

For the particular case of three equal perpendicular waves of the same wave-
length 27r/

S (X) - ATIY(100) cos ox

S 2(Y) - AT1Y(100) cos Py (3')

S 3(z) = AIY(100) cos j3z

The stress pattern is a tessellated stress in t e literal sense. Although
the literature on tessellated stresses is voluminous , there appear to be only a
few papers(O0 -12 ) which consider internal stresses that vary sinusoidally.

THE FORCE ON DISLOCATIONS DUE TO THE INTERNAL STRESSES

In this section we shall derive the forces exerted on a dislocation by the
internal stress field. These forces are superimposed on those resulting from an
externally applied stress. We shall follow the sign convention of Nabarro4

throughout, and thereby eliminate ambiguity regarding the sign of the force. For
simpler stresses it is sometimes convenient to rotate axes so that the Burgers
vector is parallel to x and the slip plane is the xy plane and then determine
the magnitude of the force from ba and the sign from physical intuition. For
the present case intuition is not quXte as easy to apply, and Nabarro's conven-
tion applied to the Peach and Koehler formulation will be used since it gives, in
a quite straightforward manner, not only the magnitude of the force but also its
direction.

The force F on a dislocation per unit length produced by a stress field o
is

S- (b.o)x (5)

where b is the Burgers vector and g the unit tangent to the dislocation line.
The sign of b depends on the direction in which the Burgers circuit is taken
which in turn is related by convention to the direction of t so that the sign
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of F depends only on the physical situation and not on the direction of the
Burgers circuit. Reversing t also reverses b.

The force on a dislocation is always at right angles to t, and for edge dis-
locations consists of both climb and glide components. The glide component F
is given by g

F - (nx) (ban) (6)
g

where n is the normal to the glide plane. Reversing the sign of n leaves F
unaltered. The product ban is ba if the coordinate axes are rotated so
that b coincides with the x axisXand n with the z (slip on the xy plane).
The vector product (nxt) is a unit vector in the slip plane at right angles to
the dislocation. According to equation 6 the magnitude of the force on a disloca-
tion is independent of the direction of the dislocation line. The product of re-
solved shear stress (1/ibi) (ban) and the Burgers vector determines the magnitude
of the force, and the remainder of the expression serves to determine its direc-
tion.

Equation 6 applies equally well to screw dislocations but since these can
glide on a number of planes it is sometimes convenient to use equation 5 which
for screw dislocations becomes

_-- (b'oxb) . (7)

This gives the force on the dislocation and its direction, rather than the force
resolved in some plane n.

Let us now apply these equations to the internal stress given by equation 4
to a dislocation whose Burgers vector has components (bl, b2 , b3 ) and which slips
on a glide plane whose normal has components (n , n2 , n;). The scalar force
ba.on is

b'o.n - nIbI(S2 + S3) + n2b2(S 1 + S 3) + n3 b3 (S1 + S2 ) . (8)

Bearing in mind that b is perpendicular to n

bIn1 + b2n2 + b n3 - 0 (9)

we may rewrite equation 8

b1o-n - - (nIbS1 + n2 b2S2 + n3 b3 S3 ) 3 (10)

For screw dislocations we have from equation 7
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F a _L (ib 2 b3 (S3 - S + Jblb3 (S 1 " 83) + kblb2 (S 2 - ) (11)

where i, j and k are unit vectors along [1003, [010] and [001] respectively.
Equation 11 may be rearranged as the sum of three vectors, each one depending only
on waves in a single direction.

Sb S (0+ jb3  kb2
11 71b 'I IbI'

lb3 kb1
+ b2 S2 (- 7-•+ 0 + 'j) (12)

ib 2  jb 1

+b3S ( b" --- + 0).

Here b /IbI, b /jbj and b /IbI are simply the cosines of the angle that b
makes with the •hree <l00'> lirections. Each Fourier component produces an al-
ternating force on the screw dislocation which is both perpendicular to the
Burgers vector and the wave vector, and whose magnitude is zero, if the Burgers
vector and wave vector are either perpendicular or parallel to each other.

OTHER FORCES ON THE DISLOCATIONS

In these inhomogeneous alloys there exist several other sources of forces on
dislocations that are not present in a homogeneous alloy of the same composition.
These relate mainly to the composition gradients. For very small gradients the
self energy y of a dislocation is approximately given by

7 - Gb2 2 Yb (13)

where G is the shear modulus. If 7 varies with position there will be a
force on the dislocation 13 given by

P tx(grad 7 Nt) (7(-i-c + 2TI(Vcxt)xt . (14)

The corresponding glide force in a plane whose normal is n

Fcg = 7( c + 2,))(vcxt'n)(txn) (15)

As before the last factor just expresses the direction; the magnitude is given by
the remaining factors.

For the three equal perpendicular waves in composition

c -c - A(cos * + cos y + cos o ) (16)
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equation (15) gives for the magnitude of Fcg

gF .T•(•1•cnG + 22 )[sin~x(t3 - t3n2) + sinoy(t 3nI - tin 3 )

+ sinoz(t1n3 - t 3 n1)] . (17)

Comparison with equations 11 or 12 and 3' shows that this force is on the average
smaller than the force due to the internal stresses by a factor of bo, but that
it differs in phase and direction. It is therefore negligible except where, be-
cause of symmetry, the forces due to internal stresses are zero.

Another source of resistive forces in a composition gradient comes from the
fact that after slip through an inhomogeneous region, the two opposing faces of
a slip plane now differ in composition by a

Lc = b.Vc. (18)

Such an interface requires an additional energy and gives rise to a force propor-
tional to (Lc)2. It is the analogue of chemical hardening model suggested by
Kelly and Fine1 5 . Since ic is quadratic in amplitude A it is negligible when-
ever there are dominant terms of lower power in A.

DISCUSSION OF SEVERAL SLIP SYSTEMS

(100 Slip Plane

Equation 10 reveals that if either the slip plane normal or the Burgers

vector are either parallel or perpendicular to the wave vector of a Fourier com-
ponent, the internal stresses resulting from that Fourier component will exert no
glide force on that dislocation. (This result is not restricted to <100> wave

vectors but holds true for all orientations). Thus slip involving either <l00>b
or (100) slip planes will be unaffected by the internal stress field. This re-
sult is somewhat unexpected, if one bears in mind that we have here an assembly of

psuedo particles and large internal stresses resulting from them. Consider, for

example, the (100) slip plane.

If we examine the special case of three perpendicular waves of the same wave-
length one sees that one of the (100)slip planes could have encountered a square

array of the peaks in composition (pseudo particles of one phase). A parallel
plane half a wavelength down would have encountered all the lows in composition

(pseudo particles of the other plane). Another parallel plane, a quarter wave-
length down, would have encountered no extremes in composition. One might have
expected large differences in forces, but there are none. A simple insight into

why this is so is provided by equation 4, which shows that the cube axes are
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principal stress axes and therefore there is no shear on any cube plane.

For such a slip system we are left only with the forces due to the variations
in line tension due to the composition changes (equations 14-17). These tend to

pin the dislocations along either the maxima or minima in composition, that is in-
side one of the pseudo phases.

(110) Slip Plane

Consider next a (110) slip plane which is often a primary slip plane in
B.C.C. Let the equation of the slip plane be

x + y = 1i'd, (19)

where d is the distance of the plane from the origin. Let VEx' x - y and
zI - z be the coordinates in the plane (Fig. 1). All shear stresses in the
plane are along the x' direction and alternate in sign. For the special case
of 3 equal perpendicular waves of the same wavelength we have for the force on a
[111] dislocation from equation 10

ba.n ="(4 + 2,b'v " S2 )

which by equation 3' becomes

b'c'n - ATIYIb (cos Ox - cos py) (20)

(4 + 21)1/2

M AnYlbl sin(l//'d) sin(l/Vix') .
(1 +12)112

Dislocations in the various slip planes encounter no forces if (1lI/)od is an
integer and sinusoidal forces if (1//")Od is not an integer. The former cor-
respond to slip planes through the centers of the pseudo particles. The strongest
forces are encountered in slip planes that avoid the pseudo particles.

Let us next consider how these forces should affect the shape of the dislo-
cation line. In the absence of an applied stress, the dislocation must curve and
at equilibrium, assuming a string model for the dislocation, it must obey the fol-
lowing differential equation

d2zl'
b-un- 7 dx, 2  (21)

dz'- 3/2

=dx-'

dz'
Letting w - , b.o.n- Alsin l/tI•ex' where
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A' AnY I bs(1 +)t2/2)17

we obtain

dw

A' 1 dxSsin .Oc =- 23/27 ~(1+w2)

which can be integrated to give

const. - C- Cos 2 W 1/2 (22)
07 r(1 + 2 1/

Since the right-hand side is bounded by ±1 a stable dislocation configuration
straddling a band of force can exist'only if

I' < 1. 
(23)o -

If it exceeds 1, the internal stresses will align all dislocations along [0011 in
the stable zero force positions. Every mobile and flexible dislocation will be
forced into such configurations. Using equation 13 this condition becomes

All sin 12 Od < Ob (23')

0
For example, the aligning of dislocations begins at wavelengths of 1000A when the
lattice parameter amplitude reaches 1%.

In considering slip in such a crystal one must carefully distinguish dislo-
cations that already straddle the pseudo particles and those that do not. The
former can move easily in the presence of an applied stress very much like a kink
straddling a Peierls-Nabarro barrier can move sideways. On the other hand, forma-
tion of new kinks by having a section of a dislocation slip across a pseudo par-
ticle is very much more difficult and varies from plane to plane. At low stress
levels only dislocations going through the centers of the pseudo particles can
move. With increasing stress the planes on which slip is possible form an ever

increasingly thick band about the centers.

The equadions for a number of dislocations piling up on such a sinusoidal
barrier have recently been derived1 2 .

The (111)[liO] Slip System.

The (111)[110] slip system is another one which interacts with only two of

the three fluctuation components and therefore should behave as if the sample
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contained an assembly of pseudo rods along [001]. In this case the slip plane
cuts across the rods and all parallel (111) planes encounter the same obstacles
as do the (ll) cross slip planes. Therefore cross slip would be of no help in
avoiding the resistance imposed by the internal stresses.

Let the equation of the slip plane be

x + y + z = V'd . (24)

The resolved force on a [110] dislocation is

b-C1n 2' Y(cos Pc - cos Py)"V (1 - 2) = A

=-3 A-qlbIY sin[l/2 13(x + y)] sin[l/2 O(x - y)]

Rotating the coordinate system such that x' is along [iIO] and y' along [112]
in the slip plane

r'= x - y

(25)
Vy' = x + y - 2z + 2V-d

By virtue of equation 24

r•y' = 3x + 3y

so that

b'o.n = AT11blY sin(6 ny') sin(• ax') . (26)

The (111) slip plane thus resembles a rectangular checker board of alternating
forces, as shown in Fig. 2. The sides of the rectangles are the locus of zero
force positions and within each rectangle the force rises or falls to an extre-
mum in the center.

Using the string model for a mobile dislocation one obtains an equation for
the dislocation time at rest in the presence of such a force field.

d2

dx' 2, C )3ATIjbjY sin(rpw Oy')(sin FL ') +o aIb) (27)d1 . , c .•.3/2 y6 a

dx'

where we have added a term to account for an applied stress, whose resolved shear

stress is Oa.
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Equations of this type are known as Duffing's equation and occur in forced
vibrations.16 One method of solution is the Calerkin-Ritz variational method in
which one assumes a solution to the equation and adjusts parameters so that cer-
tain Fourier components of the error vanish.

As in all problems of this type there are two convenient extremes. If
A-qIbIY/7y < 1 the dislocation line is almost straight, the wavelength or ampli-
tude of the internal stresses being too small to cause much bending. The other
extreme is when AnJbJY/7P > 1. In this case the dislocation curves around all
obstacles.

In the first case, assuming a sinusoidal form for the dislocation line

y= Cl + C2 sin P for screw dislocation

and

1 B + B sin 2 for edge dislocations (28)
12

we obtain, using the Galerkin method

. P
cos 4VT A21 2Y 2lb a

cos BI = 4 ~22b s.(9
1 222

22_2A222b / 22a

2 222 a2

B .- (1 + - 541 2

B2 2 [1 + - 2 4¥442]

At small values of the applied stress the dislocation reaches equilibrium strad-
dling the peaks in the internal stress which occur at C - B, - 7r/2. There is
an additional unstable solution at C1 - B a 0 where there are zero forces on
the dislocation. However, certain small fductuations in position cause the dis-
location to move off this position.

At applied stresses exceeding
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a* for screws
a

or (30)

o: 0 A2 Y b for edges

no solution exists and the dislocation should move continuously through the
structure. This corresponds to the Mott and Nabarro yield stress for this struc-
ture. As in the Mott and Nabarro relation, this equation reflects the averaging
of large forces that alternate in sign. The yield stress is therefore smaller
by orders of magnitude than the internal stress maxima, and depend entirely on

what little flexing the dislocation can do. Because of the longer apparent wave-
length encountered by edges, they can flex more, and as a result are much harder
to move than the screws. For the same reason the yield stress increases linearly

with wavelength.

The stress is also quadratic in amplitude. This brings it to the same degree
in amplitude as the chemical term arising from equation 18. Since such a chemical
term is always a retarding force, it survives averaging without a change in degree
in amplitude. Whether it is an important term will depend on how its coefficient
compares with those given in equation 30. For a 1% lattice parameter difference
(Aiq = 1.6 x 10-3) a p = 106 cm-1 (600R wavelength), Y = 1012 ergs/cc, b = 10-8 cm

we obtain a = 108 dynes/cm2 . This stress is close to the upper limit of the

assumption of a straight dislocation because AilYIbI/y3 = .16.

The other extreme, A.TY~bI/7' ý 1 corresponds to a dislocation that can curl
around 3bstacles. At zero applied stress, we have a checker board of obstacles
that touch each other at their corners to form a continuous obstacle. However,

the forces on the dislocations at these junctions are very small and as a stre3s
is applied these junctions separate (Fig. 3). The effective distance between ob-
stacles increases with increasing stress and may be found by plotting the con-
tours of zero net force on the dislocation

i_3AT)Y sin(. Py') sin(L = 0 (31)

Since one such junction is at x' = y' = 0 we may expand the sine terms in this
equation to obtain

x'y' = -3/2 a / (Aq Y12)
a

The separation L between obstacles is thus

L = 4.6 a 1/[(AY) 1/2 1 . (32)
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The dislocation can slip through this opening if

a b > 2Y/L
a

or

a > .57 (AiY) 1 1 3 ( 2 / 3 3)
a b (3

This then is the analogue of Orowan 7yielding in this structure. The stress de-
pends on the reciprocal 2/3 power of the wavelength rather than on the reciprocal
first power, because the effective distance between these soft particles is a
function of the applied stress. Each dislocation that slips through will leave 1 9
loop around the obstacles, and should lead to the analogue of Fisher, Hart, Pry
hardening, including the possibility that the stress of successive concentric
loops will cause the inner loop to cut through the obstacle.

Other Slip Systems

Only if there are no zeros in the Miller index designation of slip plane and
slip direction will the structure appear as discrete particles to the dislocation.
Thus, for instance, if the <110> Burgers vector in FCC splits into two <112> par-
tials, each of the partials will be able to avoid obstacles by cross slip of
the recombined dislocation, but what is an easy glide plane for one partial will
abound in obstacles for the other, since the sum of the forces on the partials
does not vary from plane to plane.

In BCC the (112) and (123) slip planes will behave as if the structure is
particulate and slip bands should occur on the easy plane3 which will be spaced
periodically.

SUMHARY AND DISCUSSION0

A dislocation in a spinodally decomposed structure experiences a force from
the internal stresses and composition gradients. The former are expected to be
the more important, except for special slip systems where the internal stresses
exert no force (either b or n along <100>). The details for the interaction
with the internal stress have been worked out for several slip systems, and these
give rise to a number of concepts analogous to those encountered in precipitation
hardening by discrete particles, except that the details are sometimes quite dif-
ferent. Thus the (111)[11O] slip system exhibits the analogues of both Mott and
Nabarro and Orowan hardening, at small spacings a hardening linear in spacing
(equation 30) and at large spacings hardening proportionaL to the reciprocal
2/3rd power of spacing (equation 33). The (110)[111] slip system resembles a
Peierls-Nabarro trough with an extremely long period, so that thermal activation
is almost certainly negligible.
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In many respects spinodally decomposing materials should prove to be conveni-
ent for experimental studies of hardening. The two variables, wavelength and
amplitude, can be varied independently to investigate separately the effects of
each. They correspond in precipitation hardening to particle spacing and particle
hardness, and certainly the latter is not normally an experimental variable.

There are numerous unexplored areas remaining. The subject of many disloca-
tions on a slip plane is one. For the [1lli](10) slip system the recent paper by
Chou is pertinent. A similar treatment for the [110] (111) should not be too dif-
ficult. The analogue of Fisher, Hart and Pry hardening should be investigated for
long wavelengths. Still another subject is the mechanism and slip system opera-
ting in the loss of coherence. Since loss of coherence is usually not observed
until the internal strains are of the order of a percent, the stresses approach
the theoretical limit of strength.

11 . C12

Only cubic materials for which C > were discussed in this
paper. These give rise to 100) plane waves ani all known examples of spinodal
decomposition belong in this class. There are a number of systems for which
S< C11 - C1 2  that could give rise to spinodal decomposition. These would give

(Ill) plane waves, which would have quite different effects on dislocations.
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Fig. 1 - The (L) slip plane showing the forces on a dislocation and the resulting
dislocation configuration. The plus and minus signs refer to the sign of

the force within each region and therefore to the curvature of the dis-
location line there. Left-hand dislocation is for low force amplitude
(A' in equation 23) for that wavelength. Right-hand dislocation is for
large A', near the limit beyond iehich all dislocations are forced to line

up along [001).
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Fig. 2 - The (111)(110] slip system in the absence of applied stress shoving the
forces on the dislocation and the resulting configurations. (a) screw
and (b) edge at small amplitude for that wavelength; (c) "screw" and
'4) "edge" at large amplitude.
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Fig. 3 - The (1l1)[li0] slip system in the presence of a (-) applied stress, show-
ing the contraction of the (+) regions, and a dislocation straddling the
stress dependent gap between (+) barriers.
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PRECIPITATION ON SUBSTRUCTURE
IN IRON-BASE ALLOYS

A. S. Keh, W. C. Leslie and G. R. Speich
Edgar C. Bain Laboratory for Fundamental Research

United States Steel Corporation Research Center
Monroeville, Pennsylvania

Abstract

An attempt is made to summarize the current
state of knowledge of precipitation on defects in iron-
base alloys, and the effect of precipitation on the prop-
erties of such alloys.
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1. Introduction

The development and nature of substructure in metals and alloys have
been described in several of the foregoing papers in this symposium. The
effects of substructure on mechanical properties and recrystallization behavior
have been discussed. As metallurgists, we are interested in understanding and
employing as many different techniques as possible to control and improve the
properties of engineering alloys. It is obvious, then, that we should consider
the advantages to be gained by combining the effects produced by substructure
and by precipitation from solid solution. Our understanding of these combined
effects has been vastly improved in recent years by use of transmission electron
microscopy, which allows us to study the details of precipitation on substructure.

Iron-base alloys are of particular interest, ! t only because of their
paramount importance as engineering materials, but also because of the large
number of possible combinations of defect structures and precipitates that
exist. In cold-worked ferrite, the substructure can consist of dislocations
clustered into cell walls, or of a uniform distribution of dislocations and
some deformation twins. After annealing, the substructure can consist of low-
angle boundaries. Cold-worked austenitic alloys can contain all the arrangements
of defects that are possible in cold-worked ferrite, with the addition of
stacking faults. The most complicated defect structures are those which result
from the transformation from austenite to ferrite. If the rate of cooling is
fairly slow, as after hot rolling, the resulting ferrite contains low-angle
subboundaries. If the rate of cooling is high, as in a quench, or if the
composition of the alloy is adjusted to produce a low Ms temperature, the
resulting ferrite has a martensitic structure, containing a very high density
of dislocations, closely-spaced boundaries produced by shear, and frequently,
very fine twins within martensite plates. The purpose of this paper is to show
how precipitation from solid solution is affected by substructure in ferritic,
austenitic and martensitic alloys. Several examples will be cited of the use
of precipitation on substructure to improve the properties of alloys.

Although research into the details of these processes is quite recent,
a great deal of information is being developed very rapidly, so the authors
hope they will be forgiven if they have overlooked any contributions.

2. Theory of Nucleation on Dislocations

According to the classical theory of nucleation, the total free
energy change, AF, accompanying the formation of a nucleus of a second phase
from a supersaturated solid solution can be expressed by

volume +Fsurface +Fstrain"

The change in volume free energy must be negative. The changes in surface
free energy, &Fsurface, and strain free energy, AFstrain, due to formation of
the nucleus, are positive. The total change of free energy is positive and
increases to a maximum up to a critical size of the nucleus. When the radius
of the nucleus exceeds the critical value, ro, AF begins to decrease and the
nucleus will then be stable.

394



The activation energy for precipitation is less at a dislocation than
in the perfect lattice. Cahn (1) has developed a theoretical treatment of
nucleation on dislocations. Assuming a cylindrical, noncoherent nucleus of
radius r lying along a dislocation, he associated the strain energy of the
dislocation with the strain energy required for nucleation, to reduce the bar-
rier to nucleation. According to his treatment, the free energy per unit length
of dislocation occupied by the nucleus can be expressed by

F= -A log r + 2Tr -TrAF volume r2 + C (2)

where
Gb2

A = 4(I) for an edge dislocation

Gb2

- for a screw dislocation4T.

G = shear modulus

b = Burgers vector

v = Poisson's ratio

y = interfacial energy of the boundary

A minimum in free energy was found when the quantity

a 2A AFvolume < 1

2
Try

This circumstance, which is analogous to the presence of a Cottrell atmos-
phere, is indicated schematically in Fig. 1, at A. In Cahn's model, the free
energy can then increase with increasing radius of the nucleus. If the
quantity a > 1, i.e., if supersaturation is higher, this barrier can disappear,
and the precipitate can nucleate and grow at a rate limited only by diffusion.
Cahn's model predicts that dislocations become more effective catalysts for
nucleation, relative to homogeneous nucleation, with increasing temperature
and increasing supersaturation. The temperature and concentration dependence
of the nucleation energy is greater at d~slocations than for homogeneous
nucleation.

Since Cahn's paper was written, the physical situations existing
during precipitation have been found to be so complex (2) that his relatively
simple model cannot be expected to correspond to many of the observations. In
our own observations, for example, it has been found that the temperature and
concentration dependence of matrix nucleation is greater than for dislocation
nucleation.
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3. Precipitation on Dislocations and Subboundaries in Ferritic Alloys

3.1 Precipitation of Interstitial Solutes

With the advent of transmission electron microscopy, precipitation
in Fe-C and Fe-N alloys has been investigated extensively in several
laboratories (3-8), and the effects of dislocations and subboundaries on
the kinetics and morphology of precipitation have become evident. In
general, dislocations are preferred sites for precipitation of carbides
and nitrides in iron, but grain boundaries are preferred at high aging
temperatures (low supersaturation) and matrix nucleation occurs at low
aging temperatures (high supersaturation). Because of uncertainty as to
the nature of the matrix sites, the term "homogeneous nucleation" will
not be used. The exact mode of precipitation is critically dependent
upon solute concentration, aging temperature, and dislocation density.

In both Fe-C and Fe-N alloys, a metastable phase is precipitated
at low aging temperatures. In common with nearly all low-temperature
precipitates in cubic metals, the particles form as disks on [100]a planes,
the disks being the configuration of minimum strain energy and <100>,
being the directions of minimum modulus of elasticity (2). These
phases are not affected by the nucleation site; they are the same whether
formed on dislocations or in the matrix. Most investigators have concluded
that the low-temperature carbide is the hexagonal e (7,9,10) but there
remains a possibility that it may have a body-centered tetragonal struc-
ture, analogous to the structure of the a" nitride, Fe1 6 N2 (3,11). At
higher aging temperatures, cementite, Fe3C, is formed. It appears as
dendrites on [11O]a, with the branches growing in <111>, (12,13). Both
carbides nucleate preferentially on dislocations, although they also
nucleate on unidentified matrix sites, at high supersaturation.

In the iron-nitrogen system, there appears to be no doubt of
the identification of the metastable nitride precipitated from ferrite at
low aging temperatures; it is the a" phase, FeI 6 N2 (5,14,15). The y' phase,
Fe4 N, precipitated at higher temperatures, is face-centered cubic. It can
nucleate at dislocations or at grain boundaries.

It is worth repeating that in both the Fe-C and Fe-N systems,
the structure of the precipitate is not affected by the nucleation site.
This is not necessarily true in other systems; for example, in some alu-
minum alloys where a sequence of precipitation occurs, the microstructure
consists of GP zones in the matrix and an intermediate phase on the dis-
locations (2).

If the dislocation density is not very high (: l08/cm2 ), and if
the aging temperature is low, uniform matrix precipitation is observed,
in addition to precipitation on dislocations. At higher aging tempera-
tures, the supersaturation of the same alloy is less, and precipitates
form exclusively on dislocations. Fig. 2 illustrates these differences
in an Fe-O.02 wt.% N alloy, aged at 1000 and at 2000C. If the dislocation
density in an Fe-N alloy is high (> i0 9 /cm 2 ), precipitation on dislocations
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predominates, but the details of precipitation change with aging temperature.
At low aging temperatures, precipitation occurs on all dislocation segments,
irrespective of dislocation orientation. The precipitates thus formed are
dendritic (Fig. 3a). In the same alloy aged at higher temperatures, precipi-
tates form only on dislocations lying on l001., the habit plane of the
precipitate (Fig. 3b). This difference is presumed to be due to the
difference in chemical driving force. At the higher aging temperature,
AFvolume in Eq. 1 is smaller, and dislocations must be favorably orienteu
for their strain energy to suffice for nucleation. At the lower temperature,
the nitrogen atoms segregate to all dislocations, and since the chemical
driving force is higher, precipitation occurs even on dislocations not lying
on [lO0a. In this circumstance, jogs probably first form on [lO00,, then
nitride particles grow from these jogs.

Dislocation orientation has a definite effect on the precipitation
of carbides and nitrides in alpha iron. On pure screw dislocations, the
precipitate can form as a spiral (Fig. 4). The alloy illustrated is
Fe-0.45% Mn-O.017% C, quenched from 7200C, then aged 1 hour at 1000C. The
plane of the foil is tllO and the directions of the dislocations are [Ail]
and [1iI]. It is well known that screw dislocations can be converted to
helices by vacancy condensation. Such helices have not been observed in
quenched, high-purity iron. Their presence in the Fe-Mn-C alloy suggests
that the substitutional or interstitial solute atoms inhibit the annealing-
out of vacancies, which then congregate at screw dislocations, prior to
precipitation.

Precipitation can occur preferentially on one side of edge disloca-
tions. Fig. 5 shows a simple tilt boundary, decorated with a precipitate
of Fel6N2. It was not established whether the precipitates form on the
tension or on the compression side of the dislocations. They would be
expected to form on the tension side if vacancies were not involved in the
precipitation process. In either case, precipitation should be confined
to one of the three [1001 planes, which is what is observed in Fig. 5. The
subboundary illustrated also contains a few "foreign" dislocations, which
intersect and interact with the edge dislocations, forming short segments
at the points of intersection. The mode of precipitation on these "foreign"
dislocations and short dislocation segments differs from that on the edge
dislocations.

Some dislocations on subboundaries are more favorable sites for
precipitation than others. Precipitation in an Fe-3% Si-0.01% C alloy
seemed to favor the [100] segments of the dislocation network formed by
the reaction a/2 [111] + a/2 [1i1] - a[l00], (Fig. 6). In Fig. 7, preci-
pitation on one set of dislocations in the subboundary has a stepwise
appearance and appears very dark, whereas the precipitate on the horizontal
parallel set of dislocations is much lighter in shade. The zigzag disloca-
tions are believed to be a metastable configuration formed by a dislocation
interaction, as shown schematically in Fig. 7.
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3.2 Precipitation of Substitutional Solutes

In a sustained effort to determine the important factors governing
the precipitation of substitutional solutes from ferrite, studies have been
made of the binary alloys of iron with copper and gold (16), titanium and
niobium (17) and phosphorus (18). Nucleation in an alloy containing 1.1
atom per cent copper, aged at temperatures from 500 to 7000 C after quenching
from 8400 C, was compared with nucleation in an alloy containing 1.1 atomper cent
gold, similarly treated. The precipitating phase in both instances is face-
centered cubic, being a dilute solution of iron in copper or in gold. In the
Fe-Au alloy, nucleation occurred exclusively on dislocations and subboundaries,
(Fig. 8), but in the Fe-Cu alloy, nucleation was general (Fig. 9). Hornbogen(16)
attributed this difference to the difference in atomic size of the solute
atoms. The copper atom is nearly the same size as the iron atom, and the
atomic volumes of matrix and precipitate are almost identical. Little
strain energy should be required for nucleation of the copper-rich phase.
On the other hand, the gold atom is much larger than the iron atom
(rAd/rFe = 1.13) and the atomic volume of the precipitate is much greater
than that of iron. In the precipitation of copper, almost the only barrier
to be overcome is the surface energy. To nucleate a particle of gold,
however, a large strain energy barrier must be overcome, in addition to the
surface energy, so the core energy of dislocations must be utilized.
Precipitation tends to be confined to dislocations and subboundaries. This
conclusion of the predominant effect of solute atom size on selection of
nucleation site, based as it is on one solute concentration, would be
strengthened by similar studies made with other concentrations. As will
be shown later, copper precipitates can be restricted to dislocations
when the supersaturation is lower.

Hornbogen proposed that nucleation of gold-rich particles on dis-
locations occurs in several steps:

1. Segregation of gold atoms to dislocations.

2. Formation of stacking faults on [l00], by the reaction

a ,, .a [110][ + 2 [001l].
2

3. Segregation of gold to the stacking fault.

The a/2 [110] dislocation is glissile and can move as fast as gold atoms
can segregate into the stacking fault. The a/2 [001] dislocation is sessile
and remains in its original position as the stacking fault grows.

Speich (17) has found that dislocations and grain boundaries in
ferrite are preferred sites for nucleation in Fe-Ti and Fe-Nb alloys. The
precipitates are the MgZn 2 type Laves phases Fe2 Ti and Fe2 Nb, respectively.

Precipitation in the Fe-P system shows some interesting differences
from the examples discussed previously. To obtain a high degree of super-
saturation and a controlled density of dislocations, Hornbogen (18) quenched
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a ferritic Fe-l.8% P alloy from ii00°C, immediately after hot rolling. The
sequence of precipitation during subsequent aging at 500 0C is shown in Fig. 10.
The as-quenched specimen contained subboundaries and isolated dislocations
(Fig. 10a). Precipitates began to form at dislocation intersections (Fig.
lOb) after 4 hours at 5000 C. Considerable growth had occurred after 10
hours'aging (Fig. lOc). Only after 54 hours' aging at 5000C did nucleation
occur in the matrix, and then the particles differed from those formed on
dislocations, being rods instead of plates. The rods grew on [lO0], in
<012>, directions.

It is a general observation (3,6,18)that precipitate particles
nucleated on dislocation networks (subboundaries) do not grow to be as
large as those nucleated on isolated dislocations or in the matrix. When
nucleation sites are closely spaced, as in a subboundary, the volume from
which a growing particle can draw solute atoms is severely limited, and
growth soon stops. This limitation is not imposed on particles growing
on isolated dislocations, oi in the matrix. This effect is illustrated in
Fig. 11.

Studies of rates of growth of precipitate particles are complicated
by the general finding (3,16,19) that not all nuclei grow until the matrix
has reached the equilibrium concentration of solute. Growth of larger
particles occurs at the expense of smaller ones, long before the matrix is
depleted of solute. A particle on an isolated dislocation can grow at
the expense of smaller particles in a subboundary, or in the matrix.

It has also been found (3,18) that the temperature dependence of
matrix nucleation is greater than that of dislocation nucleation. This
effect, in an Fe-l.8% P alloy, is illustrated in Fig. 12. Matrix nuclea-
tion is favored by decreasing temperature, i.e., increasing supersaturation.
By extrapolation of the lines in Fig. 12, matrix and dislocation nucleation
of phosphides would be simultaneous at about 350oc.

4. Precipitation on Substructure in Austenitic Alloys

4.1 Precipitation on Dislocations

The factors which influence precipitation on dislocations in
ferrite also affect precipitation on dislocations in austenite. The size
effect discussed in Section 3.2 is apparently involved in some interesting
observations made by Irani and Honeycombe (20) on precipitation of carbides
on dislocations in retained austenite in Fe-4% Mo-02% C and Fe-l% V-0.2% C
alloys. Specimens were quenched, then tempered at 500 and 7000C. Ir the
Fe-Mo-C alloy tempered at 5000C helical dislocations were formed very
similar in appearance to those illustrated in Fig. 4 of this paper. Addi-
tional tempering caused the formation on dislocations of a very fine preci-
pitate, which later became recognizable as Mo2 C. On the other hand, dis-
locations did not play a major role in precipitation of carbides in the
Fe-V-C alloy. These carbides appeared to form in the matrix from zones
rich in vanadium and carbon. At least part of the difference in precipi-
tation was attributed to the difference in atomic diameter between
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molybdenum and vanadium. The larger molybdenum atom would tend more to
segregate at dislocations than would the atoms of vanadium. Also, nuclei
of molybdenum carbide would be less easily accommodated in the perfect
lattice than would nuclei of vanadium carbide, which has a smaller unit
cell. The net effect on nucleation is analogous to the differences in the
precipitation of copper and gold from alpha iron.

Dislocations can be generated around large, undissolved carbide
particles in austenite, or in ferrite, during the cooling of the steel,
because of the stresses generated by contraction of the matrix around
the particle. Such dislocation networks can serve as nucleation sites for
precipitation during subsequent aging (17,21).

4.2 Precipitation on Twin Boundaries in Austenitic Alloys

Hatwell and Berghezan (22) employed a Type 316 stainless steel in
a study of precipitation of M2 3C6 carbides at the boundaries of annealing
twins in austenite. If the specimens are carefully handled during the
solution and aging treatments, the twin boundaries remain coherent and
are not preferred sites for precipitation. However, if the quench is
drastic, or if the specimen is strained plastically prior to aging,
dislocations pile up at the twin boundaries, i.e., coherency is lost, and
these boundaries then become preferred sites for precipitation. The shape
of the precipitated carbide in this instance depended upon the nucleation
site; at grain boundaries the carbides were dendritic, whereas at the
twin boundaries the precipitate particles were triangular, growing on flll],
planes.

It should be noted here that the boundaries of mechanical twins in
ferritic alloys always contain a high density of dislocations; matrix-
mechanical twin boundaries are never coherent, so they should provide an
abundance of nucleation sites for precipitation.

4.3 Precipitation on Stacking Faults in Austenitic Alloys

It was first pointed out by SUzuki (23) that solute atoms can
segregate to stacking faults and thereby lower the stacking fault energy.
Hendrickson (24), using the data of Howie and Swann (25), and Suzuki (26)
have recently calculated the extent of such segregation. Once segregation
has occurred, precipitation at the stacking fault will be favored because
of the reduction of the surface energy term, Usurface, in Eq. 1.
Nicholson (27) has shown that stacking faults in an Al-7% Mg alloy can act
as nucleation sites for an hexagonal precipitate. More recently, van Aswegen
and Honeycombe (28) have observed the precipitation of NbC on stacking faults
in an 18% Cr-l0% Ni-l% Nb austenitic stainless steel. After quenching from
13000C, precipitation of NbC occurred during tempering in the range 6500 to
8500C. Dislocations in the as-quenched alloy were not dissociated.
Stacking faults began to appear after 5 hours at 7000C, and longer periods
at -this temperature resulted in formation of NbC, as shown in Fig. 13. The
precipitation of the carbide at the stacking faults was attributed to the
prior segregation of niobium atoms. Tempering above and below the 6500-
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850C range led to precipitation of NbC on undissociated dislocations, but
the maximum strengthening corresponded to the onset of precipitation on
stacking faults.

Similar observations on stacking fault precipitation in the same
alloy were made by Pickering, Burns and Keown (29). They determined that
the faults lie on iIIll3, and the orientation relationship is [lO0jNbCIIIIOj
and <lO0>NbC1klO0>Y..

5. Precipitation on Transformation Substructure

5.1 Types of Transformation Substructure

Kelly and Nutting (30,31) found principally two types of transformation
substructure in iron-base alloys. The first type, characteristic of high-
carbon martensites, consisted of internally twinned plates. This is illus-
trated by the microstructure of a quenched 1 0% C steel (Fig. 14). The twins,
which are parallel to 1112]M ,are about 100 A thick and irregularly spaced.
These internal twins evidently arise from the need for an inhomogeneous
"second" shear accompanied by a "first" shear which is homogeneous on a
macroscopic scale, to generate the martensite lattice from the austenite.
The internal twins constitute this "second" inhomogeneous shear. The inter-
nally twinned plates have also been observed (30,31) in quenched 0.4 and 0.8% C
steels, in martensite formed at -950 and -196 0 C in an Fe-20% Ni-0.8% C steel,
and in Fe-30% Ni alloys by Nishiyama and Shimizu (32,33) and Warlimont (34).

The second type of transformation substructure is characteristic of
quenched martensites in low-carbon steels and in 18-8 stainless steel. It
consists of martensite needles with no internal twinning but with a very high
dislocation density. An example from a 0.1% C steel is shown in Fig. 15.
The long axis of the needles is parallel to <111>M. As the carbon content
of the martensite is increased there is an increasing tendency for the needles
to be grouped together in the form of "sheets". The orientation difference
between needles in the "sheet" is usually only a few degrees although in some
cases they seem to be twin related. This type of transformation substructure
is also characteristic of martensite formed in Fe-30% Ni alloys and in other
alloys of similar nickel content, such as the maraging steels (35). An
example of the structure of an Fe-30% Ni martensite is shown in Fig. 16.

The transition from needles with a very high dislocation density
in a 0.1% C steel to internally twinned plates in a 1.0% C steel occurs
gradually as the carbon content is increased. Intermediate carbon contents
contain mixtures of both types. Kelly and Nutting (31) postulated that the
two factors controlling the type of transformation substructure are the trans-
formation temperature and the stacking fault energy, with the composition
of the steel only affecting the substructure through its effect on these
two parameters. High Ms temperatures and low stacking fault energies favor
the formation of martensite needles, whereas low Ms temperatures and high
stacking fault energies favor the formation of internally twinned plates.

5.2 Tempering of Iron-Carbon Martensites

Kelly and Nutting (30,31) examined the structural changes during the
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tempering of 0.14 and 1.0% C steels and Turkalo (36) has studied the tem-
pering behavior of a 0.42% C steel. In the 0.14% C steel, auto-tempering
occurred during quenching and WidmaAst~tten carbides in the form of plates
or laths about 100 A wide and 1500 A long were visible in about 10% of the
grains in the as-quenched structure. After tempering at 3000C, carbide
particles were visible in all grains. Further tempering increased the thick-
ness of the carbides.

In the 0.42% C steel studied by Turkalo (36), the primary substructure
appeared to be martensite needles with a high dislocation density, although
some internal twinning was evident. Although Turkalo indicated that the
twins were within the "needles", the structure may actually be a mixture
of internally twinned plates and twin-free martensite needles, as Kelly
and Nutting (30) found in a 0.4% C steel. On tempering at 2050C carbide
films appeared at the martensite needle boundaries. After tempering at
3150C, two types of carbides appeared within the grains--"streaky" carbides
and "crystallographic" carbides which formed in two directions in the mar-
tensite. The latter carbides appear to be parallel to [11030 . Examples
of both types are shown in Fig. 17. The carbide films at the martensite
needle boundaries become thicker and less continuous at higher tempering
temperatures. With further increases in tempering temperature, spheroidiza-
tion of the carbides occurred, along with the formation of subboundaries in
the ferrite, and eventually, recrystallization of the ferrite. The struc-
ture after tempering at 5950C consisted of fine ferrite grains and spheroidized
carbides.

In 1.0% C steel the primary substructural feature that influences
precipitation appears to be the internal twins (30,31). Tempering at 2000C
resulted in the appearance of carbides lying along the twins in the mar-
tensite, together with tiny precipitates perpendicular to the twin plane.
These small precipitates disappeared after t3mpering at 3000C, whereas the
lath-like carbides lying along the twins became more prominent (Fig. 18).

These latter carbides were identified as cementite, with the
orientation relationships

(211)a 11 (001)Fe3C

[01l JGI[l]00Fe3C

[111 ]a(II[0I0Fe3C

The small precipitates formed normal to the twin plane are believed to be
e carbide, although the diffraction patterns obtained by Kelly and Nutting (31)
were not sufficient to allow identification.

5.3 Precipitation from Substitutional Martensites

Recently, much attention has been focused on precipitation from
substitutional martensites, principally because of development of precipi-
tation hardening stainless steels (37) and "maraging" steels (38). The
structure of the martensite in these alloys is of the same type shown
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in Fig. 16 for an Fe-20% Ni alloy. The martensite "needles" contain a very
high density of dislocations, but no internal twins. The substructural
features affecting precipitation are the boundaries between the needles and
the dislocations within the needles. A polygonized substructure can be
formed by recovery of the transformation substructure itself, as shown in
Fig. 19 for an Fe-18% Ni-7% Co alloy aged 100 hrs. at 5000 C. In this
alloy no precipitation occurred since it was aged in an a + y region.

Another process that may occur during precipitation in substitu-
tional martensitic alloys is the formation of austenite, since the alloys
are generally aged at a temperature at which austenite is stable. The
structure of an Fe-20% Ni alloy aged in the a + v region for 100 hrs. at
5000 C is shown in Fig. 20. X-ray diffraction indicated that the specimen
contained 40% austenite after this treatment. The extinction fringes are
believed to outline the thin films of austenite, which appear to form in
the martensite needle boundaries; thus, the sites for austenite formation
may be controlled by the original transformation substructure. In alloys
in which an intermetallic compound precipitates, recovery of the transforma-
tion substructure and formation of austenite may be occurring simultaneously
with precipitation.

The precipitation of intermetallic compounds from martensitic alloys
is affected principally by the dislocations within the martensite needles.
Fig. 21 shows the very fine dispersion of Ni3Ti particles that forms on aging of
an Fe-20% Ni-l% Ti alloy. Fig. 22 is an example of precipitation of copper
in an Fe-20% Ni-l0.7% Cu alloy. Fig. 23 shows precipitation in an Fe-18% Ni-
7% Co-5% Mo alloy, which has nearly the same composition as some maraging
steels, but without titanium. In all three instances the precipitate occurs
in an extremely fine dispersion as a result of the high density of disloca-
tions giving a high density of nucleation sites.

Effects and Apolications of Precipitation on Substructure

6.1 The Role of Substructure in Quench-Aging and Strain-Aging of Iron and Steel

It has been demonstrated (3,6,19) that the strengthening associated
with quench,-aging in Fe-C and Fe-N alloys and in commercial low-carbon steels,
depends upon a uniform dispersion of fine precipitated particles in the matrix.
If precipitation is restricted to the dislocations present before aging, an
uneven dispersion of relatively coarse particles results, and the inter-
particle spacing is uaually too great for effective strengthening.

In contrast to quench aging, strain aging in iron and steels is
strongly dependent upon interactions between interstitial solute atoms and
the dislocations introduced before or during the aging treatment. A question
frequently arises as to whether the strengthening associated with strain-aging
is due to segregation of interstitial atoms to dislocations, to the actual
formation of precipitates at dislocations, or both. According to Cottrell
and Bilby (39) the dislocations should be saturated when the concentration of
interstitial solutes reaches one atom per atom plane per dislocation line.
Later experiments, especially those employing internal friction to determine
the kinetics of precipitation, suggest a higher degree of segregation (40-42).
These results suggested that precipitation, as well as segregation, occurred
during strain aging. Wilson and Russell (43), using a replica technique,
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showed some evidence of precipitation during strain aging. The Cottrell-Bilby
theory has been modified by Bullough and Newman (44) to accommodate precipita-
tion.

By means of transmission electron microscopy, Leslie and Keh (45)
have shown that precipitation need not necessarily occur during strain
aging. In an Fe-C alloy, slowly cooled from the annealing temperature, and
in an Fe-N alloy quench-aged at a very low temperature then strained and
aged, no additional precipitates were observed on dislocations, although
there was a return of the yield point, and a sharp upward shift in the flow
curves. The structures prior to strain aging consisted of ferrite and large
carbide or small nitride particles. During straining and aging, a small
fraction of the carbon and nitrogen probably re-dissolved and segregated
along dislocation lines. However, in these circumstances. it is quite
impossible for new particles to form. As pointed out by Kelly and
Nicholson (2). a precipitate on a dislocation is not in a lower energy state
than one of the same type in the matrix, and there can be no tendency for
the former to grow while the latter dissolves.

On the other hand, if one starts with Fe-C or Fe-N, or with a
low-carbon steel, in the condition of a supersaturated solid solution, then
strains and ages the specimens, precipitation on dislocations will occur in
the later stages of aging. This is superposing quench aging upon strain
aging. Fig. 24 illustrates the aging of an Fe-O.02% N alloy, quenched from
5000C. then strained 3% in tension. After one minute at 1000C, no precipi-
tates could be seen on the dislocations introduced during prestraining;
however, an appreciable amount of strain aging had occurred. The strain
aging index continued to increacq with aging time. reaching a plateau after
10 minutes. At this point, the first fine precipitates were observed on
dislocations. As aging proceeded, the alloy continued to strengthen. The
precipitates on dislocations continued to grow, and particles began to form
in the matrix as shown in Fig. 25a. After two hours at lO0OC, the strain
aging index reached a maximum. As aging progressed, the nitride particles
agglomerated, freeing some dislocation segments (Fig. 25b). This change
in structure was accompanied by a decrease of the strain aging index. It
should be noted here that the first particles seen on dislocations are
discrete platelets, lying on 11001,, with a diameter of about 30 R. This
observation differs from the theory of Bullough and Newman (44), who
deduced a continuous particle, lying along the dislocation line.

The strain aging of steels is usually considered to have undesirable
consequences in the way of reduced ductility, embrittlement and surface flaws,
but overemphasis of these effects can serve to obscure the fact that strain
aging can be an economical means of raising the strength level. The recent
interest in warm-working of steels it a case in point (46). When steels are
worked in the temperature range between 150 and 3500C, aging occurs simultan-
eously with straining. The rate of work-hardening is much greater than during
straining at room temperature. It has been found (19) that the dislocation
density after straining a low-carbon steel 3% at 2000C is about five times
higher than in the same steel strained 4% at room temperature. This evidence
supports the proposal (45) that dislocations strongly pinned during strain
aging are not freed from their atmospheres, but that straining proceeds by
the generation of new dislocations.
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6.2 Control of Recrystallization by Precipitation on Substructure

Precipitation on substructure can be used, in a practical sense,
to control the structure and properties of alloys. One such instance is the
use of precipitation on substructure in a cold-worked metal to control the
kinetics of recrystallization, and the grain size and shape, texture and
mechanical properties in the annealed, recrystallized condition. The
process depends upon solution of an alloying element or compound in the
alloy. This may occur during hot rolling. Following the solution treatment,
the alloy is cooled rapidly to retain the solutes in supersaturated solid
solution, then cold worked and annealed. By suitable control of the
annealing cycle, precipitates can be nucleated at subboundaries (cell walls)
before the cells have grown to form recrystallized grains. Nucleation of
such precipitates stabilizes the cell structure, greatly decreasing the
number of cells which can grow, thereby decreasing the overall rate of
recrystallization, and producing fewer and larger recrystallized grains.

Commercially, the most important application of this process
is in the production of low-carbon, aluminum-killed sheet steels for
applications involving severe forming. The precipitate in this instance
is aluminum nitride. Fig. 26, taken from Rickett, et al (47), illustrates
the drastic change in recrystallization kinetics that results from the
precipitation of this compound during the annealing of cold-rolled low-carbon
steel. TMe-henomenon does not depend upon precipitation of aluminum nitride
alone, however. The following examples are taken from a dilute alloy of
copper in iron (48). Fig. 27 illustrates the differences in structure pro-
duced in iron by precipitation during the process of recrystallization. In
the high-purity iron, the recrystallized grains are nearly equiaxed. In the
dilute Fe-Cu alloy, the grains are much larger and are in the shape of pancakes,with
their diameter being about four times their thickness. This is the type of
ferrite structure which gives aluminum-killed, low-carbon sheet steel its
optimum drawing properties. The stepped annealing treatment of 3 hours at
5000C, followed by 5 hours at 7000 C, initiates precipitation on the cell walls
in the cold-worked alloy, then completes the process of recrystallization.

To obtain this structure of elongated recrystallized grains two
factors are necessary:

1. A decrease in the number of "nuclei" for recrystallization, i.e. a
decrease in the number of cells which grow to become recrystallized
grains. Fewer "nuclei" results in fewer and larger recrystallized
grains.

2. Barriers at the boundaries of cold-worked grains which prevent the
new recrystallized grains from growing across these boundaries.
The recrystallized grains tend to conform to the shape of the prior
cold-worked grains.

Both factors are present when precipitation occurs preferentially
on cell walls and on grain boundaries. Fig. 28, taken from Leslie,
et al (49), shows preferential precipitation of copper in cell walls, which
is effective in preventing migration of these walls, i.e., recrystallization
is strongly inhibited. This preferential precipitation occurs despite the
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fact that, as discussed in Section 3.2, there is not a strong elastic
interaction between copper atoms and dislocations in iron. The effect might
be even more pronounced if there were a large size difference between the
iron and the solute atoms.

Fig. 29 shows the other requirement for the elongated grain ferrite
structure, precipitation in grain boundaries. The growth of the few cells
which do break away from the contraint of the precipitate particles in cell
walls is stopped at the grain boundaries. Thus, only one of two grains may
be nucleated within each prior cold-worked grain, and these grow principally
within the bounds of the cold-worked grain, giving the pronounced elongation
shown in Fig. 27.

Precipitation occurring after cold rolling, but before recrystalliza-
tion, can also be used to control texture. The precipitation of copper in
cold-rolled iron, for example, tends to increase the retention of the cold-
worked texture after annealing and prevents the formation of the usual
annealing texture (48).

This procedure of controlling microstructure and texture by
preferential precipitation on substructure should be applicable to many
metallic systems (e.g. iron in aluminum, "doped" tungsten), but to date it
has not been consciously exploited to any great extent. Increased applica-
tion may follow improved understanding of the process.

6.3 Use of Substructure to Reduce Grain Boundary Embrittlement

In systems wherein grain boundary embrittlement duc to segregation
of solutes is a problem, ductility can be improved by intrcducing substructure,
which serves to decrease the concentration of solute at the grain boundaries.
For example, it is impossible to quench an iron-l.8% phosphorus alloy from
high temperatures without producing intergranular cracks (50). However, if
the alloy is hot-worked immediately before quenching, the cracks are eliminated
and the alloys can subsequently withstand slight plastic deformation at room
temperature. The density of substructure introduced by hot rolling is illus-
trated in Fig. 30. After hot rolling to 80% reduction in thickness at 11000C,
the high angle grain boundaries are not visible in the welter of dislocations.

6.4 Reduction of Creep Rate by Precipitation on Substructure in Austenite

A fourth example of the practical value of precipitation on sub-
structure is the improvement of the creep characteristics of Type 316 aus-
tenitic stainless steel developed by prestraining at room temperature, followed
by aging at 4800 then at 7050C (51). This pretreatment leads to the preci-
pitation of M2 3 C6 carbides at dislocation sites. In the absence of prestrain,
creep testing at 7050C results in the precipitation of coarse carbides at
grain boundaries. For a testing temperature of 7050C, the minimum creep
rate decreases and the rupture life increases as the prestrain is increased
up to 25 or 30%. At these levels of prestrain, most of the dislocations are
present in broad deformation bands. Precipitation within these bands, as
shown in Fig. 31, is much more effective in decreasing the minimum creep
rate than is a general dispersion of particles. A pretreatment of 24 hours
at 4800C and 216 hours at 7050C decreases the minimum creep rate by a factor
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of 250 and increases the rupture life by a factor of 10 during creep testing
at 7050C.

Hatwell and Berghezan (22), who also employed Type 316 stainless,
found precipitation within grains only after 20% plastic strain. The
difference between their results and those of Garofalo, et al (51), is almost
certainly due to the two-stage aging treatment used by the latter. The
initial treatment at 4800C nucleated carbides at dislocations and the sub-
sequent treatment at 7050C allowed these to grow. Hatwell and Berghezan
aged their specimens at 750 0 C after plastic deformation, a temperature too
high for nucleation on dislocations, unless the dislocation density is quite
high.

Irvine, Murray and Pickering (52,) have shown thdt precipitation on
dislocations and subboundaries in an austenitic stainless steel can be con-
trolled by warm-working, as an alternative to the straining and aging sequence
employed by Garofalo, et al (51), and by Hatwell and Berghezan (52).
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FIG. 10 -- PRECIP ITATION IN AN Fe-I.8% P ALLOY, ROLLED 68% AT
11000C, THEN QUENCHED.
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FIG. 14-- INTERNAL TWINNED STRUCTURE OF MARTENSITE PLATES
IN A QUENCHED 1.0% C STEEL (KELLY AND NUTTING 30)

i o.251L

FIG. 15-- MARTENSITE NEEDLES WITH NO INTERNAL TWINNING
BUT HIGH DISLOCATION DENSITY FORMED IN A 0.1% C
STEEL. (KELLY AND NUTTING3O)
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FIG. 16 -- STRUCTURE OF MARTENSITE IN AN Fe-20 Ni ALLOY.

M o~.25p ,

(a) (b)

FIG. 17 -- CARB IDES FORMED IN A 0.42% C STEEL TEMPERED AT
600OF 315oC) (a) "STREAKY CARB IDES", (b) "CRYSTAL-
LOGRAPH IC CARB IDES" (TURKALO36)
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FIG. 18-- 1.0% C STEEL TEMPERED FOR 1 HR. AT 3000C
(KELLY AND NUTTING 3 1)

• i 0.25,u

FIG. 19 POLYGONIZED SUBSTRUCTURE FORMED BY RECOVERY
OF TRANSFORMATION SUBSTRUCTURE IN AN Fe-18
Ni-7 Co ALLOY AGED AT 500°C FOR 100 HRS.
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FIG. 20-- FORMATION OF AUSTENITE IN AN Fe-2ONi ALLOY
AFTER AGING AT 5000C FOR 100 HRS.

X.1,

FIG. 21 -- PRECIPITATION IN A MARTENSITIIC Fe-20Ni-lTi
ALLOY AGED AT 500°C FOR 24 HRS.
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FIGa 22- PRECIPITATION IN A MARTENSITIC Fe-20 NI-10OCu
ALLOY AGED AT 5000C FOR 100 HRS.

0.5p T A *Iwj

FIG. 23--PRECIPITATION IN A MARTENSITIC Fe-18 Ni-i Co-5 Mo
ALLOY AGED AT 5000C FOR 8 HRS.
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FIG. 28- COPPER PRECIPITATED IN CELL BOUNDARIES. Fe-O.8% Cu,
COLD RiOLLED 60%, HELD3HRS. AT5000C, 10MIN. AT
6500C.
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Deformation and Annealing Sub-Structures of Niobium and their Relation to the

Mechanical Properties and Precipitation Phenomena.

A. Berghezan and A. Fourdeux

Union Carbide European Research Associates, S.A.
95 Rue Gatti de Gamond, Bruxelles 18,Belgium.

Part I : Deformation Sub-Structure of Niobium and its Relation to Mechanical

Properties.

Introduction

During the last decade, several deformation theories of metals have
been developed, most of them based exclusively on theoretical models of the
dislocation structure of deformed metals. Of particular interest are those
related to the b. c. c. metals as they represent a very important class of
materials such as iron, steel and refractory metals. Among these theories,
that of Cottrell was received with particular enthusiasm since it appeared
to be of rather general applicability.

Cottrell's theory tries mainly to explain the ao and k parameters
of the Petch (1) empirical equations which relate the brittle fracture stress and
the lower yield point to the grain diameter by the following simple equations

at = oo + kf. d"i

ay = Oo + ky. d-i

Another important fact, found by Heslop and Petch (2), is the large
increase in the yield stress when the deformation temperature is decreased.
Fig. i shows graphically the important experimental factors found by Petch.

Since the ao and k parameters are not interpreted in the Petch
relation, CottreLl (3) tried to give them a physical meaning. In his concept co
should be considered as the shear stress resisting the movement of dislocations
along the slip planes after they have been unpinned from the impurity atmosphere,
whereas k is the product of the shear stress (OD) needed to unpin a dislocation
from its atmosphere and the distance (1) which separates the first dislocation in
a pile-up against a grain boundary barrier from the source at which the
dislocations of the pile-ups were nucleated. In the Cottrell notation, the Petch
relation becomes = ( + k d 4  whereky =TD.L

This theory thus assumes a definite dislocation model (Fig.2) of the
deformation process in which three factors are given an important physical
meaning : the lattice friction stresses (ai), the pile-up of dislocations against
specific barriers (grain boundaries) and the dislocation sources situated inside
the grains.
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The Cottrell theory developed only for iron and steel has also been
found adequate for the refractory metals both of group V (V, Nb, Ta) and VI
(Cr,M,), W) of the periodic table (4-11). It was therefore thought that this theory
might be considered as valid for the deformation of all the b. c. c. metals.
However, further work on refractory metals, principally by Johnson's group (12)
(Johnson and Wronski (13)), questioned its extension to the refractory metals,
although this doubt was not shared by all workers and the applicability to iron and
steel was never called into question.

A number of further theories have been developed based on other
hypothetical dislocation mechanisms, but all suffered from the fact that their
exact verification was extremely difficult, if not impossible, so long as the
behavior of the dislocations must be inferred from indirect measurements. With
the advent of transmission electron microscopy, however, the situation changed
almost overnight because at last a tool was available whereby the deformation
process could directly be observed at an atomic scale. The primary purpose of
the present work is to report the contributions of this technique to the
experimental evaluation of the principal theories that have been proposed and to
study at first hand the interaction between the dislocations and impurities
remaining in the metal during the deformation and precipitation annealing. The
present study, however, is in the nature of a progress report since the results
are so far confined to niobium deformed only at room temperature.

Experimental Techniques.

Niobium which had been prepared by electron beam melting was used
in all experiments and had the following analysis : 210 ppm carbon, 100 ppm
oxygen and 90 ppm nitrogen. The ingots which were initially of 10 mm diameter
were first cold rolled to a thickness of 0. 1 mm and then annealed in vacuum at
various temperatures and for various times to permit recrystallization and grain
growth.

It was found necessary to perform two series of deformations ; one
inside and the other outside the electron microscope. The final dislocation
pattern observed in the latter series can frequently be understood only when the
various steps in producing this pattern are seen in the microscope itself. The
deformations outside the microscope started with the 0. 1 mm sheets which
were stretched in a Chevenard micro-tensile machine up to precisely
predetermined points on the stre so-strain curve and the samples so prepared
were electrolytically thinned for viewing in the electron microscope ; the sam-
ples stretched in the instrument were first electrolytically thinned.

The majority of the samples used to investigate the initial,
recrystallized material were treated at 1100*C for periods up to 15 hours and
produced metal with grain sizes in the range between 5 and 10 P diameter.

These samples are characterized by the complete absence of sub-
boundary networks and an extremely small dislocation density within the
grains ; the grain boundaries appear to have achieved at least quasi-stable
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positions since the interboundary angles at intersections approximate 120°
(See Fig. 3). In Fig. 4 the stress-strain curve of these samples is shown,
where it is seen that the elastic limit is decidedly low but there is an
extremely large elongation. The most striking feature, however, is the
extraordinarily small rate of work hardening - it may in fact even be zero.
In this respect niobium definitely differs from iron and the members of
group VI where the work hardening rate is appreciably larger.

Examination of Samples Deformed Outside the Electron Microscope

The early stages of the deformation are characterized by a very
great heterogeneity. So long as the total deformation remains below about
3. 5% there is an enormous difference in the behavior of different grains ; some
show large dislocation concentrdtions while others seem to have been totally
unaffected ; a fact which is undoubtedly to be attributed to the different
orientations of the grains. This is seen clearly in Figs. 5, 6, 7 and 8 which
represent different fields in a sample elongated by 1. 9%. Two different types
of dislocation may be seen : long dislocation lines and dislocation loops. These
differ considerably in aspect and distribution. The lines are sometimes
straight and well-oriented but more often they are irregular ; curved with
frequent cusps or straighter with numerous jogs. The loops appear to be of
two different sorts : small, almost round rings and large elongated loops.
It is believed that they are formed by two different mechanisms, as will be
mentioned in some more detail later.

The r6le of grain boundaries in the deformation process is worthy of
special note since, on occasion, they are seen to serve as preferred sources
of dislocations (Fig. 9) or as acceptors of mobile dislocations and at all times
they form very effective barriers, but against which the dislocations do not
form pile-ups (Fig. 10). This last is of particular significance in b. c. c.
metals because precipitate particles, as will be seen in a moment, cannot
serve this function. When acting in their guise as acceptors, the grain
boundaries readily accommodate the newly arriving dislocations thereby
modifying their structure far more drastically than would correspond
to the change of dislocation density within the grains.

On the portion of the stress-strain curve between about 2% and
3. 5% elongation the deformation remains very heterogeneous from grain to
grain but there is a considerable increase in dislocation density particularly
of the two kinds of dislocation loops mentioned above. These appear to
increase more rapidly than do the mobile dislocations. This may be seen in
Fig. 11 which is reasonably typical of this stage although it should be
emphasized again that there is a wide variation from grain to grain again
probably depending on orientation.

In Fig. 12 a high angle grain boundary is seen. In the starting
material these boundaries do not show normally any structure because their
dislocation network is too fine to be resolved. but the fresh dislocations
arriving at the boundaries during the deformation make changes in the initial
uniform contrast and the new dislocations can readily be resolved and studied.
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Thus it appears reasonable to assume that the dislocations seen here are new
ones that have been accepted by the boundary. However, it is not yet certain
whether these new arrivals lie actualiy in the plane of the boundary or in
closely neighboring planes ; the Latter is the more probable.

One other important point is illustrated by this figure (Fig. i2)
the grain boundaries are at first not "rigid" and only serve to stop the
dislocations ; but they are rather "plastic" in that they accommodate the new
arrivals into their structure thereby growing and producing kinks, etc. and
rearranging their structures. As this process continues, however, the boundaries
become more and more rigid and find it increasingly difficult to accommodate
the further dislocations.

The interaction of mobile dislocations with precipitate particles
is illustrated in Fig. 13 and 14. Here it should be cautioned that the apparent
size of the precipitate particles is exaggerated by the low magnification used
at higher magnification they appear as small dots along the dislocation line on
which they nucleated during recrystallization annealing but perpendicularly
oriented to it. It is clear from these figures that precipitates, as already
mentioned, are very ineffective barriers to the movement of dislocations
in these metals ; only a few dislocations and some rings have been pinned.
One other frequently observed phenomenon is seen in Fig. 13 : the dislocation
lines often separate regions of considerable contrast on the plate. This, as
shown by some calculations of Amelinckx (14), is due to the fact that each
dislocation line forms an elementary polygonization wall and the minute
difference in orientation so produced is sufficient to increase the contrast
as observed.

We now proceed to the next stage of the deformation process,
between 4 and 5% elongation. The heterogeneity from grain to grain drops
markedly, no grain being found now without fresh dislocations in it. In the
grains of higher dislocation density there is a very perceptible tendency
toward grouping ; the nodular tangles of dislocations are seen in Fig. 15 and
16. The onset of this grouping is probably to be explained by interaction of the
mobile dislocations with more sessile prismatic loops. At any rate, in many
regions, the grouping seems clearly associated with a higher loop density.
Fig. 17 shows further examples of interaction with precipitate particles. Once
again one is astonished at the ineffectiveness of these particles in producing
pile up ; only a bit of debris and some rings are actually immobilized in this
way. Other interesting interactions are seen at A, B, and C in Fig. 17 : at
these points two - 1111 dislocations have combined to form a segment of a

1 1001 dislocation. On annealing these fragments then increase their length
and form hexagonal networks of twist boundaries ; a process favored by
higher temperature (15).

On increasing the deformation to 5. 5% elongation the dislocation
density is found to be still on the increase but at a distinctly lower rate. The
tangles which were forming earlier now transform into long skeins of tangled
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dislocations which rapidly extend until they join up to produce some very
confused cells (Fig. 18). Isolated tangled skeins still persist, however, up
to 7-8% elongation (Fig. 19). At this stage the individual dislocations are
generally stiil resolved.

The contours of the skeins within the crystal grains appear to be
determined by the regions of higher ring or loop density as is particularly
well seen in Fig. 20 where the location of the skeins appears to coincide with
the presence of larger numbers of loops. Nevertheless, despite the growth
of the tangled network of skeins there is a still greater increase in dislocation
density within the grain boundaries. As seen in Fig. 21 the individual
dislocations in these boundaries can no longer be resolved and the whole
boundary begins to take on a spotty appearance. Again, the presence of
precipitate particles does not seem significantly to alter the dislocation
array in their immediate neighborhoods.

As the deformation is still further increased the skeins gather
in more dislocations and form rather well-defined networks (Fig. 22) The
grain boundaries, however, still keep ahead and now form regions of almost
uniform black contrast (Fig. 23). Another significant feature now emerges :
when the developing network of skeins intersects a grain boundary the angle of
intersection is invariably close to 90" ; this angle is characteristic of the
junctions of polygonization walls with high angle grain boundaries (16).

Continuing along the stress-strain curve as the point of rupture
is approached the dislocation walls become much better defined and assume
a striking geometric regularity ; the dislocation density in the contracted walls
has grown to a point where the individuals can no longer be resolved. Fig. 24
and Fig. 25 show this characteristic situation before and after rupture and the
highly regular cells are clearly evident. The growth of dislocation density
in the walls has, of course, largely depleted the remaining crystals and
increased the disorientation between adjacent cells. The length of an edge
of the square cells is of the order of 0. 5 il while the longer dimension of the
rectangular cells may reach I U or even more. It is evident, then, that the
deformation process has led to a decided subdivision of many of the original
crystallites into a much smaller, geometrically regular network of square
and rectangular cells of astonishingly uniform size. This agrees well with
earlier observations of Wood (17), Hirsch (18) and others (19),(20) who found
a similar phenomenon in iron, aluminum and aluminum alloys. Nevertheless,
it must be remarked that this process of subdivision is not completely
uniform throughout the structure. Some of the cells which got started late in
the deformation process never catch up and, at the point of rupture, it is
still possible to find crystallites - such as the one shown in Fig. 26 - which are
still in a rather primitive state so far as building a cell structure is concerned.

Finally, in Fig. 27, an extremely interesting effect is seen.
Particles of precipitate are here throwing out dislocation loops by a
prismatic punching mechanism thereby giving rise to a very characteristic
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pattern. In a sample with a considerable number of precipitate particles this
could be a significant source of the relatively sessile dislocation loops (21).
This may also contribute to dispersion hardening.

Discussion of Results on Samples Deformed Outside the Microscope.

We have seen that the deformation process in niobium is
characterized by an initial rapid increase in the number of mobile dislocations
and, what is especially significant, an even larger increase in the density
of the far less mobile prismatic loops and rings. This stage is followed by a
progressive grouping of the mobile dislocations into nodular tangles, then
into skeins and finally into well-defined and highly regular walls. It appears
that the distribution of these walls is principally determined by the arrangement
of the loops, a process which may be visualized as follows : In the earliest
stages of the deformation the mobile dislocations can cross-slip very easily
in the b.c. c. structure and hence readily by-pass the loops. However, as the
density of such loops increases the mobile dislocations find it progressively
more difficult to cross-slip over their whole lengths and consequently only a
portion of the dislocation can engage in this sport. The partial slipping produces
jogs which reduce mobility and inaugurates the early beginnings of grouping.
At the same time some climb is to be expected and this, together with the
cross-slip, bring the dislocations out of their original slip plane and produce
the irregular tangles in place of pile-ups. These tangles, as we have seen,
are the forerunners of the well-organized walls to be formed later, but the
progress toward this final state is rendered difficult by the limited climb.
Consequently the rearrangement of the tangles into the regular orientation of
the walls proceeds relatively slowly as compared to the development of the
grain boundaries already present. Still, the fact that when finally formed the
walls make the same angles (near 90') with the high angle grain boundaries
and that they produce a disorientation somewhat less sharp but of the same
order as that of the polygonization walls forces us to consider even the
initial tangles as incipient polygonization walls.

This view finds additional support in some recent work by
Keh (22), (23) on iron at low and at high temperatures. He observed that at
low temperatures there was little tendency toward grouping of the dislocations
but at higher temperatures a dislocation structure was achieved which was
nearly as regular as the polygonization walls. This strengthens the argument
in our case that the tangled skeins are in fact the first step in polygonization.

Still further confirmation is found in recent observations by
Morgand (24) on Armco and zone refined iron. The tangled dislocation structures
were found to be far more regular in the purer material showing that increased
purity has in some respects the same influence as raising the temperature.
It appears, therefore, that in Morgand'w experiments the refined metal
underwent a more advanced dynamical recovery than the Armco iron ; and
here again we must conclude that the tangled dislocation groups are to be
considered as the primitive ancestors of sub-boundaries but with dislocation
structures still far from their equilibrium positions.

442



A further deduction from our studies is the significant r6le
played by the initial grain boundaries in the progress of the deformation
procees. These structures show contradictory behavior in that they not only
nucleate the majority of the mobile dislocations but they also accept and,
consequently, terminate the motion of, considerable numbers of these
dislocations. As we have seen, however, they are at first plastic and
accommodate the majority of the newcomers which reach them into their
structures with considerable ease. In so doing the boundaries extend and
become somewhat ragged, but as the density of accommodated dislocations
increases they become more rigid and this fact seems to have a profound
influence in decreasing the nucleation of new dislocations ; a process which
substantially ceases in the course of the deformation process. This can be
seen in the relative unavailability of new dislocations from this point on.
During the rest of the deformation the walls improve their ordering and
contract considerably but hardly add any new dislocations. In view of the
fact that extensive pile-ups of dislocations behind barriers has not been
observed in our studies and since it is generally accepted that in those metals
showing pile-ups it is the back field stresses produced by these dislocation
pile-ups which rob them of sufficient plasticity further to withstand rupture,
it is reasonable to assume that the process just described is, at least
in niobium, the one which prepares this material for the final debacle. If this
were so, it would give an interpretation of the observed extremely low rate
of work hardening ; a phenomenon which is probably characteristic of the
influence of the extensive dislocation pile-ups ; we shall return to this point.

Observations during Stretching within the Electron Microscope.

We now pass on to the results of experiments performed within
the electron microscope which nicely complement the work described thus far.
Here we can actually follow the movement of the individual dislocation and,
because of the tracks which are fortunately left behind, such movement can
even be seen in the photographs.

The most striking observation in watching the movement of
dislocations in stressed niobium is the fact that they follow extremely
sinuous paths. This is even true at the ve'- beginning of the deformation
and is illustrated in Fig. 28 and 29 wher. the moving dislocations appear to
deviate from their slip planes with no appreciable hindrance. In fact straight
paths, in direct contrast to the situation in f. c. c. metals, are very rare
because nearly all dislocations have more or less screw character and
consequently easily change from one slip plane to another. This gives the
overall impression that the dislocations do not remain on any precise slip
plane. However, if the motion be carefully analysed, it will be found that
each segment of the path in fact lies in a (ii0) slip plane and pursues
precisely a F ii 1 direction. No doubt this difference in behavior as compared
to f. c. c. metals is to be explained by the greater number of available active
slip planes making smaller angles with one another. In Fig. 29 we also see the
first emergence of dislocation loops which only appear in regions where slip has
already occurred. In Fig. 30 we see that the slip seems to be more pronounced
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near the grain boundaries and in Fig. 31 we observe that it becomes more
and more prolific inside the grains as the deformation progresses.

The r~le of grain boundaries in nucleating dislocations is
apparent in Fig. 32 where it is seen that a single boundary can send out
dislocations in both lateral directions. Here again one sees the relatively
high density of dislocation loops in the region which has experienced slip
while outside such regions they are completely absent. This underlines that
even within a crystallite there is considerable heterogeneity from one place to
another in the effects produced. In Fig. 33 we again see the grain bounda,'ies
in the guise of dislocation acceptors and we note once more the absence of
pile-up. Finally, an indication of the markedly different behavior of
different grains is apparent in this figure.

In Figs. 34 and 35 we are able to contrast the relatively
sessile prismatic loops and rings already described with the mobile
dislocations ; whereas the latter have passed completely through the photograph
the former have shown no perceptible movement. There is some reason to
believe that the rings and the distended loops may be formed by separate
mechanisms. In the former case, the small rings are apparently produced
by condensation of vacancies since, when watching the sample being
stressed in the microscope, they seem suddenly to appear with no apparent
preparation for their coming. The rings are found from the very beginning
of the process even in regions where cross-slip has been very limited and
this suggests that the point defects may have been produced by dislocations
of indeterminate axis according to the mechanism of Kuhlmann, Wilsdorf
and Wilsdorf (25). This conviction is strengthened by the frequent appearance
of dislocation lines with sharp cusps - seen clearly at the arrows in Fig. 36
and also in Fig. 32 - which must be expected if the Kuhlmann, Wilsdorf
and Wilsdorf mechanism were operative.

For the formation of the elongated loops we have no definite
suggestions beyond the possibility that they may be produced by one or both of
the two mechanisms already proposed : double cross-slip followed by closing
up of the dislocation dipole (26), (27), (28), (29) or by the interaction between
two mixed dislocations on parallel slip planes (30).

The interaction of mobile dislocations with precipitate
particles could be better followed during the studies inside the microscope.
The very minor r6le played by such interaction is clearly apparent in Fig. 36
and also in Fig. 37. Here again the effectiveness of cross-slip in enabling
the dislocations to escape entrapment is well revealed. Particularly
instructive in this connection, however, are the next four figures (j 38-41
inclusive) which show the same field at successive instants. If attention
be fixed on the precipitate particles A, B, C and D in these figures, it will
immediately become apparent that not more than 3 to 6 dislocations pile up
behind each particle and, although a plethora of new dislocations follow the
original ones, by a cross -slip zig-zag movement reminescent of the football
field, they all circumvent the traffic congestion. Nevertheless, a few
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disleations are pinned.

Fig. 42 is especially instructive because it shows that lavge
precipitate arrays can temporarily slow down dislocation movement. Even here,
however, most of the dislocations escape thrnugh cross-slip but they are largely
deflected from the penumbra of the particle. It is believed that this photograph
provides strong support for the cross -slip mechanism for avoiding pile-up.

Still another significant observation is shown in Fig. 43
where a Piobert-Ldiders or striction band is shown the edge of which is serving as
a source of dislocations - a nucleation possibility already predicted by Johnson
(40) in his theory of the deformation of b. c. c. metals. In Fig. 44 the subdivision
of such a Lilders band into blocks reminiscent of those already reported in
aluminum is seen. It is btriking here, however, that these dividing walls, in
direct contradistinction to the results for aluminum (31), are not effective
dislocation barriers and produce no significant pile-up.

To summarize the conclusions from studies inside the
electron microscope it seems well established that the most important single
feature of the deformation mechanism is the predominant importance of cross-
slip which determines all the remaining characteristic features : absence of
dislocation pile-ups, failure of total dislocations to separate into partials, and the
weak or tranbitory trapping of dislocations behind precipitate particles. These
facts well explain the extremely low work hardening rate * shown by the stress-
strain curve as well as the extreme ductility of b. c. c. metals (when sufficiently
free of interstitials) which can easily surpass that of f. c. c. metals. A further
deduction from the absence of visible sparation of total dislocations suggests
that the appearance of large stacking faults in such metals is highly improbable
and indicates that those reported in annealed samples (32), (33) are probably due
to a local segregation of impurities - in all likelihood introduced through conta-
mination during annealing. All this is further in accord with Crussard's (36)
view that the Suzuki effect might produce such stacking faults in b. c. c. metals.

Summary and Conclusions.

Some observations on the impact of the results here reported
on the deformation theories which have been advanced to date will now be made.
We started our discussion with Cottrell's attempts to provide through a specific
dislocation model a general theoretical basis for the purely empirical relations
discovered by Petch. In the model chosen for this purpose, dislocation sources
within the grains and large dislocation pile-ups against the grain boundaries
played key r~les. Unfortunately, our electron microscope results do not support
this model. In fact, neither in our work nor in the results of Keh and Morgand
on iron can large dislocation pile-ups be detected at the boundaries. Although the

* It will be seen later that an additional reduction of the work hardening rate
is expected from the dynamical recovery which operates by both cross-slip and
climb.
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boundaries do, in fact, accept dislocations and accommodate them into their
structure, thus serving as a sort of barrier, they also act as the primary, if
not the only, source of dislocations during the earlier stages of the deformation
and this fact has yet to be introduced into any model used as a basis for a
general theory. Furthermore, we have already seen that the boundaries during a
considerable portion of the deformation are not "rigid" but rather plastic. The
main effect of this fact is a continuous rearrangement in the boundary structure
as new dislocations are absorbed, the gradual development of rigidity during the
deformation process and the progressive drying up of these boundaries as
dislocation sources. Here we see the elements of a theory of "source hardening"
which increases with plastic strain and which several theoreticians - for
example, N. F. Mott (35) have been seeking. Another point worth stressing is the
fact that the grain boundaries, since they completely surround the grains and
hence cannot be avoided by cross-slip are really the only effective barrieiu
but even these, because of their ready and efficient fitting of the acquired
dislocations into their structures, do not cause the pile-ups of the sort
visualized in the Cottrell theory and actually observed only in certain f. c. c.
metals (alloys).

We are thus led to recognize the vital r8le played by grain
boundaries in the deformation process and it is certainly in their ambivalent
behavior as both sources and sinks of dislocations that the extremely high
ductility of pure niobium is to be sought. Tlis indicates that the ductility is
dependent on grain size and further suggests that a new interpretation of the
Petch parameters should be made on the basis of a more realistic model,
since Cottrell formulated his before direct observations of dislocation structure
became possible.

No attempt will be made here to reinterpret the Petch relations
in a quantitative way - in our view such treatment must await more
extensive measurements on other b. c. c. metals over a considerably wider
range of temperatures than the single temperature results reported here.
Furthermore, significantly more detailed studies of the effect of impurities
must be carried out and such studies will at present be rendered extremely
difficult by the uncertainty of the analyses in these pure materials and the ever
present danger of serious contamination of initially carefully refined material
during the necessary heat treatments.

During this discussion the small influence of precipitate
particles - especially the smaller ones - in hindering the motion of dislocations
in niobium has been pointed out several times. It follows from this fact that
precipitates, at least at low concentration, should not greatly affect the
mechanical properties of such metals. Actually, the principal precipitates
in the niobium used here prove to be carbides and we conclude that this metal
should be able to tolerate relatively large quantities of carbon before the
mechanical properties begin to be impaired. It must also be recalled that the
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precipitate particles themselves can, by prismatic punching during the
deformation, nucleate copious quantities of dislorations and this augmented
supply will increase with the concentration of precipitate. It appears reasonable,
on the basis of our studies, to suggest that the lower observable limit of carbide
influence on mechanical behavior of niobium might be of the order of twice the
analysis of the present samples - that is, about 500 p. p.m. On the other hand
oxygen behaves considerably differently, but its quantitative behavior cannot
presently be predicted.

The introduction of the tangled bkeins of dislocations and their
development during the deformation process into well-defined cell-walls has
some extremely puzzling aspects particularly with respect to the actual
influence such structures have on mechanical behavior. The presence and
similarity of these arrangements in two b.c. c. metals, niobium and iron, as
well as in f. c.c. metals requires considerable explanation in view of the
considerable difference in mechanical behavior of these two types. The mystery
is deepened by the fact that the jog theory of deformation, based on the density
of dislocations in the tangles proposed by Hirsch (35), (36) for f. c. c. metals,
has been shown by Keh (22) to be applicable also to iron despite the fact that Li
(37) has shown that the Hirsch formula cannot hold for b.c. c. metals for
completely different reasons. To resolve this difficulty, Li has proposed
a new theory applying some ideas concerning the repulsive forces between the
mobile dislocations and those in the skeins first put forth by Friedel (38)
and Saada (39). However, contrary to these authors, Li does not believe
that the mobile dislocations penetrate the array of dislocations in the skeins
but rather that the latter move cooperatively. These conflicting points need
clarifying.

However, it seems inescapable that neither the presence
of the skeins nor their subsequent development into a regular system of cell-
walls achieves any detectable work-hardening. It may be that the very concentra-
tion of the new dislocations into such regular structures, thereby leaving
considerable areas almost free,, may serve so to change the average distribution
that the mean free path of a mobile dislocation is actually increased. Such a
mechanism would, therefore, counteract the opposite tendency of the gradually
stiffening grain boundaries in decreasing ductility. Said another way the steady
draining off of the mobile dislocations into the tangled, but rather concentrated
cell-walls may be a measure of the extent of dynamic recovery which the metal
experiences during deformation. This idea needs to be verified by further work
but it does seem to fit all the facts known so far. In particular, the parabolic
aspect of the stress -strain curve of polycrystalline materials could be explained
as the progress of the dynamic recovery in counteracting the stress fields due
to the increasing numbers of new dislocations. The same mechanism might apply
to stage III of the work hardening curves of f. c.c. single crystals - this stage
is produced by the onset of dynamic recovery. Further support is found in the
observation by Keh that at low temperatures, where the yield stress is significart
ly higher, there is no tendency of the dislocations to group and by the observation
by Morgand that this grouping, at a given temperature, is greatly favored by
high purity. This induces in the stress-strain curve a steady plastic strain
which thus appears to be a result of both cross-slip and climb since both should
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operate during the dynamical recovery.

Finally, -t is known that some extremely pure metals may
begin to recrystallize during deformation at room temperature. In iron and
niobium there is no question of this because of their high melting points but it
does appear to us that a corresponding r6le in holding down the rate of work
hardening might be assumed by the ordering inherent in the dynamical
recovery and this, together with the concomitant effects of cross-slip, could
perfectly well, in our view, explain the near zero work hardening rate
observed in pure niobium.

Part II : Annealing Sub-Structures of Niobium and Preferential Precipitation
on Dislocations.

A. Polygonization in Niobium.

The most striking feature of the structure evolution in
deformed niobium is the tendency to form stable poLygonization boundaries of
tilt, twist and intermediate character. Figs. 45, 46 and 47 show, respectively,
examples of each of these types. Actually, polygonization is seen to be a
very easy process in niobium which implies the possibility of large amounts
of climb and hence of high concentrations of vacancies which do not anneal out
up to the polygonization temperature. The mechanism by which this concentra-
tion is maintained may be shown to be associated with the presence of dislocation
rings formed in large quantities during the room temperature deformation as
may be seen in Fig.49 where the density is of the order of 5 x 10 14 /cm 3 . These
rings, which are of 70 to 100 A diameter and hence only resolved at high
magnifications, appear to be formed by condensation of vacancies during the
deformation ; a process already shown (41) to occur in zinc. In that case,
however, the dislocation rings surround stacking faults which is not true
inb. c.c. metals.

If the samples are annealed at 750 C following deformation
the rings are seen (Fig. 50) to expand significantly to 300 to 600 A diameter
either by capture of existing free vacancies or by the disappearance of some of
the smaller rings, since their density simultaneously decreases to 0.5 to
2 x 101 4 /cmZ. This evolution of the rings does not appear to be accompanied
by any particular rearrangement of the mobile dislocations.

If the samples are annealed at a higher temperature (- 900" C)
the dislocation rings disappear completely by contraction while the mobile
dislocations rearrange themselves into polygonization walls (Fig. 51). Since
these two phenomena appear simultaneously it is reasonable to assume that
they are connected. Since the contraction of the rings, in turn, doubtless
occurs with reemission of the vacancies, it is further reasonable to assume
that in the course of this contraction the metal receives a flux of vacancies
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which, as a result of the greatly facilitated climb, triggers the polygonization
process. Support for this interpretation is provided by the phenomena observed
at the intermediate temperature of 825C ; here in some regions only
polygonization is observed in others only expanded rings, but the two never
occur together.

The high incidence of twist boundaries is an extremely
interesting feature of these structures. According to the geometrical
dislocation model such a boundary should possess a losange-shaped pattern
with sides parallel to [211] and [ill ]. This model, however, is not stable
since at points of intersection the dislocations react according to the
equation

a [111, + a[ iii]'-- aE1O00

to form a [1 00] segment, thereby transforming the losange into a hexagonal
network. Such a reaction may be seen to happen each time a single dislocation
reaches a pure tilt boundary and this produces a zig-zag pattern (see arrows)
in the regular parallel array of dislocation lines in the tilt boundary (Fig. 48).
It follows that the interaction of two or more dislocations converts locally a tilt
into a twist boundary (Fig. 52) and accounts for the prevalence of twist boundaries
in niobium ; this should be equally true of other b. c. c. metals.

A further interesting observation is concerned with the
interaction of grain boundary junctions during annealing as seen in Fig. 53
where a pure tilt boundary interacts with a pure twist boundary. It is clearly
seen that, at the intersection, the dislocation concentration increases and the
mesh size of the resulting network correspondingly decreases. As multiple
junctions are formed this process is repeated and the structure becomes
progressively more complicated (Fig. 54) and more fine-meshed until it can
no longer be resolved in the electron microscope. The final resalt is
boundaries of higher angle of disorientation the structures of which are
deducible from this mechanism of repeated junctions.

B. Precipitation Studies.

It is well known from many optical microscope studies
(42), (43), (44) that the precipitation of a second phase takes place preferentially
along dislocation lines, particularly low angle grain boundaries. This is
shown in Fig. 55 in an aluminum alloy (42) and transmission electron
microscopy has generally confirmed this conclusion (45), (46), (47). In Fig.
56 the decoration of a single dislocation in niobium is shown while Fig. 57
shows a tilt boundary where each dislocation is individually decorated. In Fig.
58 a new phenomenon of considerable interest is seen ; this is a twist boundary
where only certain dislocations are decorated with precipitate. These are all
parallel and have a Btlrgers vector of the J [il1] type ; the undecorated
dislocations are also parallel but differently oriented having a BUrgers vector
[C00]. Figs. 59 and 60 show that at small supersaturations the precipitation
begins, not on the dislocations in boundary networks, but rather at isolated
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dislocations. This shows that these isolated dislocations have a larger field
of attraction than those which are grouped into boundaries or, said another
way, the free energy per dislocation is a fuiction of their separation and this
naturally influences the nucleation rate. It may be concluded that, when the
impurity content is low, precipitation on individual dislocations will be
preferred. Further important conclusions are that the amount of precipitation
seems tu be related to the dislocation density and no precipitation is found in
areas free of dislocations. Proof of these statements may be found in Figs.
61 , 62, 63 and 64 the last two of which show samples first annealed at a high
temperature (> 1200°C) to dissolve the majority of impurities. On cooling they
show no precipitation. One of these was then deformed 2%, the other 5% at
room temperature and both were annealed 15 hours at 1000°C. The dislocations
of both samples are now decorated but the samples 5% deformed have a higher
dislocation density and, as is readily seen, a greater amount of precipitation.
Since the total impurity content is the same in both samples, it is clear
that the amount of precipitation is determined by the precipitation sites
available.

In another experiment six identical samples were solution-
treated at 1500°C and cooled to room temperature. Thereupon three of the
samples were stretched to rupture and all six were reannealed in the
precipitation range ; i.e. 15 hours ac 1000°C. The undeformed samples
showed neither dislocations nor precipitation (Fig. 63) while the ruptured
samples showed copious decoration of the numerous dislocations present
(Fig. 64). It is concluded that, at least at the supersaturation level of these
samples, precipitation occurs only on dislocations. In the case of more
contaminated samples having very high supersaturations there may be some
precipitation between the dislocations (Figs. 65 and 66) but it always
starts preferentially on them.

As the degree of saturation depends on the temperature,
these phenomena should be influenced also by the annealing precipitation
temperature.

In Fig. 67 the penetration of oxygen into a niobium sample
during annealing in a poor vacuum is shown. There is apparently preferential
penetration of oxygen along grain boundaries and, in some cases, along
individual dislocations as shown by the precipitate laid down. The precipitate
particles, which have not actually been identified, are presumed to be oxide.

In some samrples, where the precipitation was carried out in
a better vacuum (2 x10, 7 to 10" °mm Hg) or where the samples were protected
by a niobium foil, the precipitate particles have actually been identified after
extraction on a carbon replica. This technique permits identification of the
origin (grain boundaries or interior of the grains) of the particles. Fig. 68
shows precipitate particles from an individual dislocation line which were
found, by electron diffraction, to have the hexagonal structure characteristic
of Nb 2 N or Nb 2 C. Fig. 69 shows precipitates extracted from high angle
grain boundaries which have the cubic structure of NbC or NbN. The lattice
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parameters of the carbides and nitrides are so similar that positive
identification is impossible although these are more probably carbides
because of the high carbon content of the samples.

A cuoiosity extracted in these experiments are the rosettes
shown in Fig. 70 where the dislocation line is at the center of the rosette. It is
possible that growth in this form causes a minimum of lattice strain.

The authors are particularly grateful to Dr. R. H. Gillette,
Director of our Laboratory, for the constant advice, helpful discussions and
the help in the editing of the manuscript.
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THE ROLE OF SUB-STRUCTURE IN PHASE TRANSFORMATIONS

R. M. Fisher

Edgar C. Bain Laboratory
For Fundamental Research

United States Steel Corporation

Abstract

Lattice defects, particularly dislocations, play important roles in the

nucleation and propagation of phase transformations and so plastic deformation

prior to or during transformation provides a possible means of controlling the

kinetics and the resulting microstructure. The available experimental evidence

and the present status of our understanding of these effects will be reviewed for

transformations from austenite, formation of sigma phase and the development of

anti-phase domain structures in ordered alloys.

Introduction

Sub-structure can play several different roles in phase transformation or

precipitation processes as it can be involved in both the nucleation and propaga-

tion of the new phase and also may itself be generated by the transforrmation

process. Because of the ambiguity of the term 'sub-structure', in this report

it will be taken to mean any dislocation array and these various roles will be

discussed and related to some of the previous work on the decomposition of

austenite, ordering transformations and the formation of sigma phase.

Most of the conceivable roles that dislocations might play in phase trans-

formation and precipitation are illustrated schematically in Figure 1. As shown

in Fig. la, the nucleation sites for the formation of a second phase (f) may be

at either dislocations (top sketch) or in the case of f. c. c. crystals at stacking

faults. The detailed features of these processes will depend on the crystal

structures of the parent and product phases as well as any lattice expansion or

contraction which ms-/ be involved and in many cases nucleation will occur only
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on specific dislocation configurations such as pure screw or edge segments, jogs,

etc.

In body-centered cubic metals, the precipitation of carbon or nitrogen at

low temperatures is usually observed to occur along dislocation lines. Figure 2

shows an example of carbon precipitation on a dislocation network in vanadium

and other examples of such precipitation in iron can be found in the review paper

by Keh, Leslie and Speich in this symposium.

Observations of the precipitation of carbide on stacking faults in f. c. c.
2

stainlrrss steels have been reported by Hatwell and Votava and van Aswegen and
3

Honeycombe

Possible roles of dislocations in the propagation or growth of a phase

transformation are illustrated in Fig. lb. In the case of diffusionless or mar-

tensitic transformations, the atomic rearrangement occurs by shear processes

and the interface between the parent and product phases consists of an appropriate

dislocation array as indicated at the top of the ý region in the figure. The trans-

formation in this case proceeds by the movement oi the dislocations in the array.

If the transformation occurs by diffusion and results in a volume change, nearby

dislocations can act as sources or sinks to supply or absorb vacancies required

to accommodate such volume changes as illustrated at the bottom interface of the

Sphase in the sketch.

The inverse of the processes shown in Fig. la, b can also be expected to

occur, i.e., the generation of dislocation sub-structure during the growth of the

new phase and several different possibilities are illustrated in Fig. Ic. At the

right of the t phase region is shown the case where the volume change during the

transformation is negative (I. e., shrinkage). Here vacancy loops may be pro-

duced4 which then move away from the particle by a combination of glide and

climb (absorption of vacancies). An example of such vacancy loops observed by

Smallman5 in AI-3. 5pctMg alloys is shown in Figure 3. A detailed analysis of

such dislocation loop configurations in these alloys has been carried out by
6

Embury and Nicholson. At the left side, a positive volume change is shown

478



which will result in the formation of interstitial loops. These loops may move

away from the particle by glidc as before, but in this case they will shrink by the

absorption of vacancies from the lattice. An example of such loops produced

during the precipitation of chromium carbide in an 80pct Cr- Z0pct Fe alloy is

shown in Figure 4.

Interface d'slocations as shown schematically at the top of the • region

in Fig. Ic may be produced to accommodate the misfit between the two lattices

when coherency is lost. This structure has been observed along the cementite-

ferrite interface in pearlite18 and after cellular precipitation of Ni 3Ti in an
73

austenitic Fe-30 Ni-6 Ti alloy (Speich)

Finally as shown at the bottom of the • region in Fig. lc, defect

structures particularly stacking or sequence faults may be generated in the

growing phase itself as illustrated in the figure. These may be formed during

transformation directly or they may result from the presence of sub-structure

i. e., dislocation arrays in the parent phase. Examples of these effects have

been observed and will be discussed further in other sections.

Formation of Sigma Phase

The pronounced effect of cold-work in accelerating the rate of formation

of sigma-phase in iron-chromium alloys is very well-known. It was first ob-

served by Cook and Jones8 and has been used extensively since then to hasten

the approach to equilibrium in alloys where sigma phase might be expected to

form.

The effect of cold work is very large even for transformations within the

single phase field, i. e., where no long range diffusion is required. As an example,

a heavily rolled sample of 46pct Cr-Fe will transform completely to sigma in

several hours at 6500C whereas annealed samples will require several hundred

hours. The results of quantitative measurements of the transformation kinetics

by Pomey and Bastien9 and Williams and Paxton10 are summarized in Figure 5.

In both investigations the alloys contained approximately 46 wt. pct Cr; Porney

and Bastien cold-rolled their materials 90 pct. and determined the extent of
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transformation by quantitative dilatometric measurements, whereas Williams

and Paxton used filings and followed the reaction by magnetic measurements.

These data show that the transformation rate is increased by approximately

a factor of 100 although whether it is the nucleation or the growth of sigma that

is affected is not apparent. A detailed investigation has been initiated on this

subject and some of the prelinminary results will be outlined briefly in this report

as well as some other aspects of the role of sub-structure in the transformation

which have been observed.

The effect of cold-work on the growth rate was determined by measuring

the diameter of a number of the largest particles that could be found in the sample

following the procedure frequently used in studying the pearlite reaction. The

results of the measurements on specimens deformed varying amounts by cold-

reduction are shown in Figure 6 and it is clear that the growth rate is increased

substantially. The apparent inversion between 85 and 90 pct. is puzzling; possibly

it is related to the fact that 90 pct. samples were deformed using a different set

of rolls and under different conditions or it may be a real effect as will be discus-

sed further.

Measurements of the nucleation of sigma phase indicated that cold work

does not have a pronounced influence. The results suggest that a particular

amount of cold work introduced a fixed number of nuclei and that even for 95 pct.

reduction the increase over the annealed specimens is less than a factor of five.

Thin foil observations are in accord with this conclusion. Figure 7 shows a

transmission electron micrograph of a specimen deformed 5 pct. and then aged

for 16 hours at 650 0 C. Unlike the case of precipitation (Vanadium Figure 2)

shown previously, there is no evidence of transformation beginning at the dis-

locations. Polygonization and recrystallization occurred in specimens more

heavily deformed (90 pct.) and aged 30 min. at 650 0 C as shown in Figure 8 with

no evidence for sigma nucleation in most regions.

11
Feng and Levesque have reported sigma formation along deformation

twins in rhenium - molybdenum alloys. Deformation twins were produced in
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annealed samples of the 46 pct. alloy used in this study by means of hardness

indentations or punch marks on previously polished surfaces. Twinned areas

were photographed and then after aging in hydrogen at 650 C the identical area

was located and re-examined. An optical micrograph of the specimen after

etching with glyceregia (the recommended etchant for sigma) is shown in Figure 9.

From a preliminary examination of such areas it appeared that as reported, the

twins hact transferred to sigma. However, after further aging and using different

metallographic procedures it was found that such twins were not sigma. Oc-

casionally, definite sigma particles could be identified which were associated with

the twins particularly at intersections. An example of this is shown in Figure 10.

Thin foil studies of deformation structures in these alloys have shown that very

intense localized deformation often occurs at twin intersections as illustrated in

Figure 11. The rate of growth of sigma was also found to be enhanced along

some of "".e twins as shown in Figure 12 causing the particles to have rather ir-

regular shapes. In heavily cold-rolled specimens, the sigma particles maintain

a more spherical shape.

Thin foil observations of partially transformed specimens show that some

recovery and polygonization occurs ahead of the growing sigma phase. Figs.

14a and 14b show examples after 15 min. and 30 min. at 650 0 C following 90 pct.

cold reduction and it is clear that the subgrains are becoming more perfect as

aging proceeds. The growth measurements indicated that the rate was decreas-

ing during this period. The apparent discrepancy in growth rate between samples

deformed 85 and 90 pct. may be associated with more rapid and pronounced re-

covery in the samples given the greater cold reduction.

It may also be noted in these figures that the sigma particles contain

faults parallel to the growth direction. These have been studied in detail by

Marcinkowski and Miller and found to be sequence faults. A large number of

different fault configurations are possible becaase of the complex crystal structure

of sigma. Marcinkowski and Miller suggest that these faults are generated during

the transformation and this idea was borne out by these observations. Figure 15

shows an example of a fault corresponding to a dislocation subboundary in the ferrite.
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Discussion

These preliminary results indicate that sigma phase is nucleated at regions

of very high dislocation density, possibly when recrystallization begins at these

points. From a study of sigma formation in a series of austenitic stainless steels,
13

Lena and Curry also concluded that there was a correlation between the effect

of cold work on sigma formation and on recrystallization. In annealed specimens

sigma formation begins at certain points along the grain boundaries where specific

orientation relationships exist between the grains so that the sigma nucleus can be

coherent with both grains simultaneously. (These results will be reported in

detail separately.) However, despite this restriction on nucleation and the ap-

parent connection with recrystallization, it must be emphasized that cold work

appears to influence growth far more than it does nucleation.

The origin of the effect of dislocation density on the rate of growth of

sigma phase is not clear. In some respects the growth of sigma particles in the

single phase field where no composition change occurs is similar to recrystalliza-

tion and grain growth. This similarity is suggested by the micrographs in Figure

14 showing the interface between sigma and the ferrite matrix. The difference, of

course, is that the recrystallized 'grain' has a different crystal structure than the

deformed matrix.

The increase in growth rate in heavily deformed specimens (approx. OOX)

is of the same order of magnitude as the effect of cold work on grain growth in

deformed as compared to annealed specimens. An Arrhenius-type plot of the time

for 50 pct. transformation at different temperatures (from the data of Ref. 9 and

10) gives the identical slope of 31, 000 calories for both annealed and deformed

specimens. This value is comparable to measured activation energies of re-

crystallization. However, its interpretation as with similar measurements of

recrystallization is complicated by the possibility of recovery occurrring in the

lattice ahead of the growing interface so that the driving force is decreasing with

time. This effect is clearly evident from a comparison of Figs. 14a and 14b, but

might not have been as pronounced in the references cited.
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The stored energy of cold-work recovered when sigma is formed, even in

the most heavily deformed specimens, would not be more than 200 cals/mol. If

this stored energy becomes the dominant driving force for growing sigma phase

then the chemical free energy involved must be unusually small. Sigma is a

more dense phase than ferrite and the strain energy developed by the volume

change could result in a substantial reduction in the effective driving force. Any

detailed analysis of the sigma transformation will require more experimental in-

form-'ion than is now available, but it is apparent that substructure plays im-

portant roles in the formation of sigma phase.

Decomposition of austenite

Sufficient information is not available as yet to indicate the role of sub-

structure in the decomposition of austenite in any detail, but the results of a

number of investigations suggest Lhat a close relationship does exist. Studies have
.14,15 b. 15,16

been made of the effect of applied stress on the pearlite , bainite , pro-

eutectoid ferrite16,17 and martensite transformation and in all cases above a

threshold stress level, a marked acceleration of the rate of transformation was

obtained. Without going into a detailed discussion of the experimental observations

and their interpretation, it seems quite clear that these transformations can be

nucleated by plastic deformation of austenite. There appears to be little effect

of stress in the propagation or growth rate of the transformations but further

study of this point is desirable.

Dislocation sub-structure is ge:nerated during transformations from the

austenite. This is evident as extra-plasticity which occurs during transformation
15

under stress and in the case of the pearlite reaction, metallographic effects
18

may also be noted . Here, even in the absence of an externally applied stress,

sufficient deformation of the austenite occurs to cause appreciable polygonization

ahead of the transformation which results in the formation of small angle sub-

grains within the pearlite colony. It has also been observed18 that the dislocations

in the polygonized boundaries can block the growth of the cementite lamellae but
18

not the ferrite. Finally it appears that sub-structure in the form of closely
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spaced stacking faults is generated in the cementite particles during the pearlite

transformation.

Currently much interest is concentrated on micrortructures produced by

extensive plastic deformation during or prior to transformation, i. e., treatments

usually referred to as ausforming or thermomechanical treatment. Our lack of

a full understanding of the relation between dislocation sub-structure and trans-

formation, handicaps attempts to interpret such structures. For example Figure

16 shows a carbon extraction replica of an ausformed sample of an experimental
19

steel (composition listed below) kindly supplied by Dr. Victor Zackay . This

specimen was deformed 90 pct. at a temperature of about 500°C i. e., in the

temperature range between the C curves for pearlite and bainite formation. From

the micrograph it is clear that carbide precipitation has occurred along the de-

formation bands but it is impossible at the moment to choose between the several

mechanisms that are conceivable. These are:

(1) carbide precipitated from the austenite on dislocations introduced

by the deformation,

(2) the deformation accelerated the bainite reaction,

(3) the deformation raised the M temperature so that martensite5

formed which immediately tempered.
20

The first mechanism has been suggested by Grange and the latter two are

both consistent with observations on the effect of deformation on the bainite14,15

and martensite15 transformation discussed below.

These brief remarks are intended to emphasize that dislocation sub-

structure does appear to have an important role in transformation from the

austenite and that insufficient experiments specifically designed to investigate

these effects have been carried out. Such studies would be very valuable as they

might shed considerable new light on the mechanisms of the transformations and

also lead to more effective thermo-mechanical or ausforming processes.

Composition of ausformed steel

3 Cr 1.5Ni 0.?75Mn 0.51Mo 1.5Si 0.63C
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Formation of Superlattice Domain Structures

Dislocation sub-structure has an important and rather unique role in the

formation of superlattice domains during ordering. The reason for this is that

in many structures, the unit of slip, i. e., the Burgers vector responsible for

anti-phase domain boundaries and an interaction can occur; in AuCu3 for example

these are both 1/2 a, < 110> . That is, the extra half plane of atoms which

constitutes the dislocation can eliminate the out of step boundary which otherwise

would be present and terminate the anti-phase boundary at the slip plane. This

effect is illustrated in the schematic drawing by Marcinkowski21 shown in Figure

17. This figure also shows that the movement of individual slip dislocations in

an ordered structure creates new anti-phase boundaries. The energy associated

with this process results in strong coupling between pairs of dislocations which

greatly reduces the stress necessary to drive dislocations through an ordered

lattice.

The termination of anti-phase boundaries on dislocations present in the

specimen prior to formation of the domain structure has been observed by

Pashley and Marcinkowski 1 previously. A difficulty that is encountered here

is that the contrast conditions are such that only two-thirds of the boundaries are

revealedZ3 in any particular micrograph. Thus, most of the apparent terminal

points of boundaries in micrographs are due to this reason rather than a true

termination of the boundary. The point indicated in Figure 18 of a specimen of

AuCu 3 slowly cooled from above the critical ordering temperature (approx. 385°0)

corresponds to a point where termination on a dislocation has taken place. The

extended boundaries running across the micrographs were produced by movement

of single dislocations in the thin foil. This deformation occurred during handling

of the thin foil specimen and boundaries of this sort would not normally be formed

in bulk specimens.

If the dislocation density within the specimen prior to ordering is very

high it can markedly influence the size of the anti-phase domains since their size

will be essentially equal to the dislocation spacing. The rate of growth of the
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domains will also be retarded since this will involve dislocation climb processes.

Roessler, Novick and Bever24 have recently studied the annealing of AuCu3 after

cold work using electrical resistivity and X-ray techniques and noted the retarda-

tion of domain growth is discussed above.

A Pimilar study of the effect of sub-structure on domain size is currently

underway in this laboratory25 using transmission electron microscopy. It has

been found that domains formed during slow cooling of heavily cold-rolled AuCu 3

are only 1/30 to 1/10 to size of these in annealed specimens given the same

cooling treatment. Since the strength of ordered alloys only depends strongly

on domain size if they are very small, means of achieving very small domains

are of considerable interest.

Summary

Dislocation sub-structure can be expected to take several important roles

in phase transformations and these are discussed in connection with the nuclea-

tion and propagation or growth of precipitation or phase change. In the case of

precipitation from solid solution, nucleation or dislocations on stacking faults

has been observed in many systems although detailed analysis has not been

carried out as yet.

Observations of the effect of plastic strain on decomposition of austenite

suggests that dislocations introduced by deformation of the parent austenite can

serve to nucleate the pro-eutectoid ferrite, pearlite and bainite reactions, al-

though a direct connection has been demonstrated. The importance of these

effects in developing ausforming processes is pointed out.

The effect of cold work on accelerating the formation of sigma phase in

approx. 50-atomic percent Fe-Cr alloys is found to be mainly due to increasing

the growth rate. It is suggested that the strain energy stored in the lattice by

cold-work and released by the transformation makes a very large contribution to

the driving force.

The unique relation between dislocations and the domain configuration in
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ordered alloys is discussed and the manner in which dislocation density controls

domain size is pointed out.

The various mechanisms by which sub- structure may be generated by

phase transformation are described. Examples are shown of vacancy or inter-

stitial loops generated by volume changes during precipitation and of growth

faults in the new phase due to defects in the parent lattice.
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Fig. 1. Schematic Illustration of roles of dislooa-
tion sub-structure in phase transformation.
a) in nucleation b) in propagation
c) generation of sub-structure by the
transformation.

Fig. 2. Carbide precipitation on dislocation
network in Vanadium.
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Fig. 3. Vacancy loops formed during prec pitation
of kl- 3.5pOt.Mg alloy (Smallman9).
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Fig. 4. Interstitial loops formed during oarb~de
precipitation in 80 potOr- Fe at 600 C.
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Pig. 7. 46 pot. Cr- Fe cold-roll8d 5 pet. and
annealed 16 hours at 650 C.
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Pig. 8. 46 pot. Cr -Fe oold-rol~ed 90 pat. and
annealed 30 &ini. at 650 C.
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Fig. 9. ,Apparent' Sigma formation along deformation
twins ;n 46 pct. Cr - Fe during annealing
at 650 C.
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Fig.1O. Sigma formation at intersection of
deformation twin8 in 46 pot. Cr - Fe during
annealing at 650 C.
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Fig. 11. High dislocation density at intersection
of deformation twins in 46 pet. Cr - Fe.
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Pig. 12. Bapid growth of sigma phbase along
deformation twins in 46 0,.[t. *Or - Fe
during annealing at 650 C.
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Fig. 13. Interface between sigma phase and deformed
matrix in 46 pgt. Cr - Fe annealed for
15 mmn. at 650 C.
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Fig. 14. Interface between sigma phase and deformed
matrix in 46 pgt. Cr - Fe annealed for

30 min. at 650 C.
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Fig. 15. Growth fault following sub-stSucture
during growth of sigma at 650 C.

209,0001

Pig. 16. Carbon extraction. replica showing-carbide
precipitation along deformation band in
ausformed steel 18.
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Fig. 17. Schematic illustration of relation between
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Fig. 18. Termination of thermal anti-phase
boundary on dislocation.
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Discussion at ASD Symposium on "The Role Of Structure in
The Mechanical Behavior of Metals", (Dec. 5-7s 1962 in Orlando, Florida)

EFFECT OF SUBSTRUCTURE ON FRACTURE OF TUNGSTEN AND
MOLYBDENUM

by B.S. Lement, ManLabsý Inc.

Since 1959s a comprehensive investigation( 1 ' 2, 3) of substructure and

mechanical properties of refractory metals sponsored by ASD has been car-

ried out by ManLabs, Inc. in collaboration with M. I. T. and Rutgers in this

country and with the universities of Liverpool and Cambridge in England. Some

of the results obtained by Rutgers, Liverpool and M. I. T. have been presented

during this Symposium. I would like to discuss some of the results obtained by

ManLabs, which has the objective of elucidating the role of substructure with

respect to the ductile-brittle transition in tungsten and molybdenum.

One of the main questions has been to decide whether primary grain size

or subgrain size plays the more important role in fracture. Based on the

Griffith-Orowan relation, the magnitude of the critical crack length was utilized

as a criterion for answering this question. Calculations of critical crack length

(Zc) were made on the assumption that the effective surface energy for crack

propagation (v') as used in the Griffith-Orowan relation is approximately the

same as in the Cottrell-Petch relation. It was also assumed that the fracture

stress based on the Griffith-Orowan relation is equal to (or slightly less than)

the fracture stress based on the Cottrell-Petch relation. This second assump-

tion is at least partly justified on the basis that no evidence of the occurrence of

microcracks prior to fracture of the materials studied has been found.
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Under these conditions, it is believed that a crack forms when the Cottrell-

Petch relation is satisfied and almost simultaneously attains the critical size re-

quired for propagation in accordance with the Griffith-Orowan relation. Propaga-

tion of this crack should involve the same y ' value as for the Cottrell-Petch

relation at least until the first barrier is encountered. Even though the crack

propagation energy (yi) associated with crossing such a barrier is presumably

greater than ior movin~g between barriers, the crack should cross the barrier

provided that

V-1 <c (1)

where Zd is the distance between barriers and Zc is the critical crack length.

Equation (I) presumably holds since no microcracks were observed prior to

fracture of the materials studied.

Assuming that no necking occurs prior to fracture, the fracture stress

((TF) is given in terms of the shear modulus (G) and the yield stress parameter

(ky) in the following relations:
Cottrell-Petch: (TF a _1-• d'/ (2-)

Griffith-Orowanr (F a (I. 7 Gyt)1/Z c"1/2 (3)

Rosenfield") has reported that the yield parameter ky based on primary

grain size is given by the following approximate relation:

ky = 5 X 10-5G (4)

Combining equations (2), (3) and (4) gives

C N1.0x10 9 G (5)
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Assnming that the ratio of sub-, ain size (d.) to primary grain size (d) is approxi-

mately constants the yield stress parameter based on subgrain size (k ys) is re-

lated to k as follows: 1/2

y" (6)

The corresponding equation to (5) for the ratio of critical crack length (2cs) to

subgrain size (2ds), which involves the effective surface energy (y') based on sub-

boundaries acting as dislocation obstacles, is as follows:

S10 (7)

Knowing the measured values of 0., d and ds, the abov 'equations enable

calculations of y', ys, I c/d and cs/ds to be made. Such calculations are valid

provided that a 07 value is used that corresponds to a test temperature below the
F

tensile ductility transition (Td) at which essentially no necking occurs prior to

fracture. For this situation. plastic constraint does not have to be taken into ac-

count, i.e. Cottrell's 3 P-value = 1.

For the case of severely drawn tungsten wire (about 75 ppm total interstitial

content) recovery annealed at five temperatures between 20 0 C and 1400 0 C, the in-

creases in fiber width (d) and subgrain size (d.) with annealing temperature were

determined by microexamination using both light and electron microscopy. It was

found that d /d A 0. 1. From the measured values of (F corresponding to tempera-

tures just below Td, where fracture occurred with relatively little reduction in

area, the following calculations were made:

Calculated on Basis Calculated on Basis
of Primary Grain Size* of Subgrain Size

a1 * 7000 ergs/cm2  y? x 200 ergs/cm2

c/d = 0.2 cs/ds n0.01

*Corrected for the effect of preferred orientation, i.e. slip occurs in a direction
that is about 350 with respect to the fiber direction. Therefore, the effective grain
size is about 1.8 times the fiber width.
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The calculation based on primary grain size indicates that y' is about 7000 ergs/
z

cm , which is a more reasonable value than the value of 200 ergs based on sub-

grain size because surface energy measurements give values of Z000-3000 ergo.

Assuming that the calculations based on primary grain size are more valid than

based on subgrain size, it appears that the critical crack length is approximately

equal to the subgrain size (c = 0. 2 d and d5 8 0. ld).

Similar calculations were carried out for molybdenum strip (about 70 ppm

total interstitial content) given about 5, 45 and 90% reduction by rolling -tarting

with the recrystallized condition. In this case a correction was made for the de-

crease in primary grain size, due to the occurrence of appreciable reduction in

area (about 15%) prior to fracture. In addition, the flow stress parameter (kf)

was substituted for ky, and kf was taken as approximately equal to 0.3 ky(e

Calculated on Basis Calculated on Basis
of Primary Grain Size* of Subgrain Size**

Y In 3000 ergs/cm 2I *= 100 ergs/cm2
a

c/d = 0.04 cs/ds = 0.04

Corrected for preferred orientation and reduction in area: The correction factor X

S-AAA1.8 d ( 2A where X- is the fractional reduction in area.

Corrected for reduction in area only. *By measurement, ds was found -m 0.04d.

The calculated value of 7t based on primary grain size agrees with accepted

surface energy values (2000 - 3000 ergs/cmr ) and is at the low end of the range

(3000 to 12, 000 ergs/cm 2) previously reported by other investigators( 5 ',6 2 7); but

the subgrain value of 100 ergs/cm appears too low. Again it is found that the

critical crack length based on primary grain size is approximately equal to the sub-

grain size (c a0.04 d and ds- 0.04 d).
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To su-.marize the results for the tungsten and molybdenum materials

studied, the primary grain boundaries appear to constitute the main barriers

to crack propagr- tion since the calculated values of effective surface energy ob-

tained on this basis are more reasonable than on the basis of subboundary ob-

stacles. ,On the other hand, the fact that the calculated critical crack sizv was

found to be approximately equal to the subgrain size suggests that subboundaries

may also influence fracture behavior.

For the moderately worked molybdenum strip (about 45% reduction in area),

the tensile ductility transition temperature (Td) does not appear to change appre-

ciably •n annealing in the recovery range. However, annealing at 10000C results

in a significant increase in Td of about 300C. This correlates with the onset of

recrystallization as manifest by the formationof substructure-free regions. These

appear to be considerably larger than the polygonized subgrains representing the

unrecrystallized matrix, but definitely smaller than the primary grain size. Since

no appreciable change in either the polygonized subgrain sizewor the primary grain

size was found to occur as a result of the 10000C anneal, the increase in transi-

tion temperature is ascribed to the formation of the recrystallized regions. With-

in these substructure-free regions, larger cracks can presumably form as comn-

pared to the polygonized subgrains. Therefore, a decrease in fracture stress and

a corresponding increase in Td would be expected.
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